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Preface 

Since surveys are the most common m,ethod of data collection 
in the social sciences, there is great interest in response effects that 
may distort survey results. In addition, because an interview is a 
controlled social interaction between two people, response effects 
may be intrinsically interesting and not merely nuisances to be 
eliminated. Such interest in response effects is demonstrated by the 
large number of studies that have been conducted and that are 

. analyzed in this monograph. 
Initially we had planned to conduct experiments to measure 

response effects in threatening situations. Peter Rossi in particular, 
and our colleagues at NORC, however, strongly urged us to wait 
until we did a comprehensive review of the literature and could 
better see the gaps that needed filling. We agreed, and as is often 
the case in research, the project snowballed as we uncovered new 
sources and refined our analysis. We do not claim that the bibliog­
raphy that resulted from this review is complete. We believe that 
few U.S. sources have been overlooked, but we suspect that there 
are many foreign studies of whiCh we were unaware, beyond the 
number of studies from Britain, France, Germany, and Sweden 
that are included. 

Our analysis differs from the usual review of literature that 
describes the results of different studies. Drawing on our survey 
research backgrounds, we coded each study and treated the separ­
ate results as individual respondents would be treated in a survey. 
That is, we show distributions and statistics for combined studies 
rather than for individual studies. Obviously, this procedure de­
pends heavily on the very careful coding of individual studies. We 
are grateful to Neil Shover, Said Atamna, and Dan Waung for their 
conscientious efforts, both in coding and in tracking down the ref­
erences used in the analysis. 
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Introduction 

It is a wise experimenter who knows his artifact from his main effect; 
and wiser still is the researcher who realizes that today's artifact may 
be tomorrow's independent variable.1 

The importance of response factors as artifacts in survey results 
is now widely recognized by survey users and practitioners. There 
are literally hundreds of methodological studies that demonstrate 
various response effects or non-effects. Interest in the problem has 
been heightened by the work of Orne,2 Rosenthal (670-689),s 
and others in psychology who have demonstrated the presence of 
experimenter effects and other artifacts affecting responses even in 
experimental studies previously believed immune from such effects. 

As McGuire points out, there are three stages in the life of an 
artifact: the ignorance stage, the stage of coping, and the exploita­
tion stage. Regarding the last step, he notes: 

It is rather heartwarming to observe that in the final stage in the career 
of an artifact, the variable comes into its own. The ugly duckling be­
coming the Prince Charming which gives rise to a new line of research.4 

We are now well past the ignorance stage and into the stage of 
coping. Although there have been some examples of exploiting 
response factors, such as the notion of acquiescence· or yeasay-

1 William J. McGuire, "Suspiciousness of Experimenter's Intent," in Arti­
fact in Behavioral Research, ed. by R. Rosenthal and R. L. Rosnow (New 
York: Academic Press, 1969), p. 13. 

2 Martin T. Orne, "Demand Characteristics and the Concept of Quasi­
Controls," in Artifact in Behavioral Research, ed. by R. Rosenthal and R. L. 
Rosnow (New York: Academic Press, 1969), pp. 143-79. 

3 Numbers in parentheses correspond to items in the Bibliography. 
4 McGuire, "Suspiciousness of Experimenter's Intent," p. 20. 
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ing, survey research is still quite far from the exploitation stage. 
The lack of a general theoretical structure within which to study 
response factors has limited· our ability to cope with or exploit 
such effects. Most studies have demonstrated response effects in 
highly specific situations from which it is difficult to generalize. 

In this monograph, we present a general framework for studying 
response effects and use that framework to examine what we know 
empirically from methodological studies about the causes and mag­
nitudes of various types of responses. It would be presumptuous to 
claim that we have developed a general theory of response, but that 
is the direction of this research. The results presented here will 
hopefully provide the first stage in the development of such a theory. 

DEVELOPMENT OF THE CONCEPTUAL FRAMEWORK 
Let us begin by examining the concept of "response effect" more 

closely. If, for example, we ask someone (a respondent), "What 
was the total income you received from all sources in 1973?" we 
can conceive that there is a true answer. We can also imagine that 
it is extremely difficult to determine what that number really is 
because factors intervening between the asking of the question and 
the giving of the answer may result in the respondent's answer dif­
fering from the true answer. (We ignore here problems related to 
the possibility that the respondent may give us no answer at all) 
We speak of a response error when the respondent's answer differs 
from the true answer; the direction and magnitude of a response 
error is measured by the direction and distance of the obtained 
answer from the true answer. 

There are a multitude of factors that might affect the size and 
direction of the response error. In response to the question cited 
above, the respondent may not wish to count money he received 
from illegal sources such as gambling or the sale of stolen goods, 
or money received from sources that might be embarrassing if 
someone else in his family found out about them, such as money 
won at the race track. The respondent may simply forget some 
sources of income such as dividends from stocks; be may exclude 
some sources of income because they are not thought of as income, 
such as gifts from relatives. On the other hand, the respondent may 
include income that was actually received in another year; he may 
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estimate some sources of income, such as that from tips, and the 
estimation may be too high or too low. The respondent may also 
decide that he would like the interviewer to think that he made 
more money than he actually did and inflate his income by some 
arbitrary percentage. Anyone who is at all familiar with the prob­
lems of measuring income or with surveys in general can present 
a long list of hypothetical factors that could result in overestima­
tion or underestimation of real income. 

We shall call the amount of the error in the response to a ques­
tion that is associated with a particular factor the response effect 
associated with that factor. Thus, for example, we may speak of the 
response effect associated with the respondent's misunderstanding 
of the question, that associated with faulty memory, or that associ­
ated with attempts to enhance one's self-presentation. 

Our principal task in this section is the development of a con­
ceptual framework that will allow us to speak more meaningfully 
about the sources of response effects. If it is a fruitful framework, 
it will direct us to relevant research questions that will enable us 
not only to measure the size and direction of the effects, but also 
to develop methods either to control or correct for the effects in 
our theoretical data analysis. 

Let us borrow some concepts for thinking about response errors 
from psychometrics, a field of psychology that has devoted more 
thought to the conceptualization and measurement of response 
errors than any other field in the social sciences. The answer we 
obtain to our question about total income may be conceptualized 
as a function of the true answer plus the average of all the response 
effects (Observed Response [OR] = True Response [TR] + 
Xe). In psychometric applications, errors of measurement are 
ordinarily assumed to be variables with a mean of zero and inde­
pendent of the true score. If this assumption is true, repeated 
measurements. on the same individual will produce a distribution 
of responses; the measurement error associated with each measure­
ment will have an average of zero over all the repetitions, so that 
the mean of the repeated measurements will tend toward the 
true score. 

Researchers engaged in survey work tend to assume that the 
same process is at work in their field. It is assumed that there is 
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some sort of error attached to a particular measurement of each 
individual, but that over a sa.Qiple of homogeneous individuals (for 
example, respondents homogeneous on some particular analytic 
variable such as education or age), the mean of the measurement 
errors will tend toward zero and the group mean will thus approxi­
mate the true score for the group. 

If the mean of the measurement errors does in fact approximate 
zero, this assumption would not present serious problems, par­
ticularly if one were not interested in making statements about indi­
viduals. Since survey researchers are rarely interested in the single 
individual, the comfortable assumption of measurement error as a 
variable with a mean of zero can lead to a rather cavalier attitude 
toward problems of measurement error and response effects. 

Even if such an assumption did not seem so obviously contrary 
to common sense, there is ample empirical evidence indicating that 
errors of measurement are biased; that is, that their mean does not 
tend toward zero but toward some positive or negative value. Fur­
thermore, it is probable that measurement errors are correlated 
with the true values they are affecting. This last assumption is a 
very complex assumption to deal with .. For the purposes of this 
monograph, we shall continue to assume that the errors of measure­
ment are independent of the variable being measured and shall 
confine our investigations to the problems of direction and size of 
the bias due to various response effects. 

MODEL OF THE INTERVIEW 
In order to improve measurement in social survey research, we 

must develop a model of the interview process that will specify a 
comprehensive but limited number of variables that allow us to 
investigate the principal sources of response effects in interviews. 
The model that we shall develop here will be framed in terms of a 
personal interview, but with the alteration of a few variables, it 
can be applied to more impersonal forms of data collection such 
as the mail questionnaire. In the empirical testing of the model, 
we shall be concerned with the differences between various forms 
of data collection such as self-administered questionnaires and 
personal interviews. 

Bingham and Moore ( 85) defined the interview as a "conver-
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sation with a purpose." While this definition focuses on one of 
the most important features of the interview-that it is task­
oriented and differs sharply from the non-task-oriented social 
conversation-it is not sufficiently precise to serve as a starting 
point for model building, nor does it differentiate the research 
interview from other types of interviews, such as therapeutic or 
employment interviews. 

Hyman ( 3 89), Kahn and Cannell ( 408), Noelle ( 594), 
Scheuch ( 714), and others have further specified the defining 
attributes of the research interview as a particular form of data 
collection instrument. The common threads that run through these 
discussions stress the following characteristics: 

1. The purpose of a research interview is to collect information 
to be used in the answering of a research question. The research 
interview is general in nature and does not directly affect the 
resoonrlent's needs or interests. 

2. The interview is a special type of social relationship involv­
ing two people, a respondent and an interviewer. The relationship 
has special characteristics: it takes place between two strangers, 
it is task-oriented, it exists under conditions of approximate an­
onymity, and it lasts for a relatively short period of time. 

3. The social relationship is initiated by the researcher through 
his agent, the interviewer. The purposes, the rules of behavior, and 
the limits of the relationship are determined primarily by the inter­
viewer. Thus, the interviewer initiates the conversation, "teaches" 
the respondent his proper role, and in most instances is the person 
who terminates the relationship. 

4. The task in which the respondent and interviewer engage is 
organized and structured in order to accomplish the research goals. 
While the interviewer exercises considerable control over the inter­
view, she herself acts within a set of behavioral rules that limit her 
freedom of action. 

5. Although the interview has special characteristics that differ­
entiate it from ordinary social encounters, it is nonetheless subject 
to and influenced by many of the general norms of social behavior. 
Indeed, it is this mixture of the special task-oriented character of 
the relationship and the general characteristics of a social encoun­
ter, such as the problems of presentation of self and social desira-
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bility, that is one of the primary areas of interest to those studying 
response effects. 

In summary, we might quote Scheuch's definition (714): 

Unter Interview als Forschungsinstrument sei bier verstanden ein 
planmlissiges Vorgehen mit wissenschaftlicher Zielsetzung, bei dem 
die Versuchsperson durch eine Reihe gezielter Fragen oder mitgeteilter 
Stimuli zu verbalen Informationen veranJasst werden soil. (p. 138.) 

Let the concept "interview as a research instrument" be understood 
as referring to a structured procedure with a scientific purpose, by 
means of which the respondent, through a series of questions or pre­
sented stimuli, is induced to give verbal information. 

Building on these common elements, let us conceptualize the 
interview as a microsocial system in which there are two roles, that 
of respondent and that of interviewer, joined by the common task 
of giving and obtaining information. By the analysis of these three 
elements-the two roles and the task-we shall build our model 
of the interview and outline the variables that appear to be the main 
sources of response effects. 

While most of the empirical research reviewed in later chapters 
concerns itself with the role behavior of the actors in the interview 
situation, we feel that this emphasis is misplaced. The character­
istics of the task itself are the proper focus of a model of the re­
search interview because it is the task that gives rise to what Orne 
has called "the demand characteristics of the situation."5 The 
demand characteristics, in turn, play a large role in determining 
the behavior of the actors. Thus, we shall give a central place in 
our model to the interviewing task. 

We start with a distinction between the two main types of infor­
mation sought in an interview: information about behavior and 
information about attitudes or "psychological states." By behav­
ioral reports we mean the answers to such questions as: "For 
whom did you vote in the last Presidential election?" "How many 
pounds of coffee did you purchase during the last two weeks?" 
"What is the highest grade you completed in school?" "In what 
state (country) were you born?" The distinguishing characteristic 

5 Orne, "Demand Characteristics and the Concept of Quasi-Controls." 
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of behavioral information is that, in principle, it can be verified 
by appeal to outside sources (although frequently it is not verified). 
Indeed, the reason for gathering such information through an inter­
view is typically because it would be too time-consuming or too 
expensive to obtain the information from other sources, even 
though one might suspect that getting the information from records 
would be more accurate. 

All other information that we collect from respondents we shall 
call attitudinal information. Under this term we include data on 
attitudes, intentions, expectations, personality attributes, self-judg­
ments, and any other matter about which there is, in principle, no 
objective external evidence against which to verify the response. 

While one frequently speaks of "accuracy" with respect to both 
types of data, it is, strictly speaking, possible to call only behavioral 
reports accurate or inaccurate, and this only in comparison with 
the external sources of information. For attitudinal reports, we can 
speak only loosely about accuracy, and indeed, it would be better 
if we eliminated the term altogether. We can speak of the variability 
of the responses as obtained by different methods or by the same 
method at different points in time. We can talk about the relation 
between stated expectations or attitudes and behavior, which might 
be measured independently. We can talk about the consistency of 
responses to different questions that are designed to measure the 
same attitude, or among related attitudes that we believe have 
some consistent logical relationship. But we cannot speak about 
accuracy in the strict sense without some external criterion to which 
everyone is willing to compare the response. Since self-reporting 
is involved in some way in all the measures of psychological states 
or attitudes, it is difficult to obtain a consensus about which type 
of self-report will be taken as the criterion for the true response 
against which others could be measured. Thus, we shall refer to the 
accuracy of behavioral reports and to the variability of attitudinal 
reports. 

Task Variables 
Let us now examine the principal variables that affect the accu­

racy of behavioral information and the variability of attitudinal 
information. We distinguish three types of variables under which 
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may be subsumed many discrete aspects of the interviewing task 
that have been investigated as potential sources of response effects. 
The three types of variables dre: ( 1) task structure, ( 2) the degree 
to which the task engages problems of self-presentation for the 
respondent, and (3) the salience of the required information. 

L Task structure.-Perhaps the best-known and most debated 
aspect of interview structure is the use of open-ended versus closed­
ended questions. While there are various degrees to which a ques­
tion may be open or closed, the essential variable is the degree to 
which the respondent is encouraged to provide the desired informa­
tion in his own language with minimal guidance from the inter­
viewer, as contrasted with the tendency to provide structured alter­
natives from which the respondent chooses. Under the concept of 
task structure we would also include the use of any supplementary 
devices, such as aided-recall techniques, provision for the use of 
records, the use of cards, pictures, or other stimuli, that serve to 
standardize the questions and to reduce variation arising from the 
vagaries of individual interviewer or respondent interpretation 
or .from temporary sources of variation peculiar to that specific 
interview. 

The method of administration might also be included under the 
rubric of task structure, since different methods tend to offer the 

· respondent opportunities for differing degrees of freedom to vary 
his interpretation of the task requirements. It is not immediately 
obvious that different methods of administration can be unequivo­
cally arrayed along a dimension of the degrees of structure. Thus, 
for example, a self-administered questionnaire would appear to be 
more structured than an interview schedule that allows the inter­
viewer to explain some things to the respondent. But the self­
administered questionnaire might lead the respondent to respond 
haphazardly because he does not fully understand the questions. 
Having an interviewer use the same questionnaire might eliminate 
haphazard responses because the interviewer could answer ques­
tions or clarify points for the respondent during the interview. 

While conditions of low structure provide for maximal adapta­
tion of the interview task to the uniqueness of the individual re­
spondent, conditions of high structure tend toward the maximal 



9 

Introduction 

adaptation of the task to the commonalities among respondents 
and to reduce sources of va~iation. Hence: 

Hypothesis l: The greater the degree of structure in the task, the lower 
the relative response effects will be. 

2. Problems of self-presentation.-It is generally assumed that, 
other things being equal, people will act in such a way as to reduce 
personal or social discomfort or to make as good an impression 
on other people as possible. Within the interview situation, part of 
making a good impression on the interviewer is behaving like a 
"good" respondent by conforming to the demand characteristics of 
the situation. While such behavior generally would be conducive 
to the administration of valid interviews, there are four widely­
noted situations in which the forces that motivate the respondent 
toward presenting himself favorably or toward reducing anxiety 
might produce significant response effects. 

The first situation involves questions that pose a threat to the 
respondent and tend to arouse anxiety in him. Questions that 
require the respondent to think about aspects of his life which 
arouse anxiety, such as the consideration of health problems, the 
death of loved ones, debt problems, illegal behavior, or sexual 
behavior, may cause the respondent to bias his answers. Threaten­
ing questions may introduce an element of tension into the inter­
view which alters the relation between interviewer and respondent 
and may interrupt the easy flow of information. Obviously, good 
interviewers are trained to minimize such tension, but the potential­
ity for bias is always there and, we hypothesize, may be one of 
the more important sources of response effects. 

The second situation is closely related to the first. It is usually 
referred to as the problem of the socially desirable response. Some 
questions call for the respondent to provide information on topics 
that have highly desirable answers, that is, answers that involve 
attributes considered desirable to have, activities considered desira­
ble to engage in, or objects considered desirable to possess. If a 
respondent has a socially undesirable attitude or if he has engaged 
in socially undesirable behavior, he may face a conflict between a 
desire to conform to the definition of good respondent behavior, 
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which says that one should tell the truth, and a desire to appear 
to the interviewer to be in the socially desirable category. It is 
frequently assumed that most respondents resolve this conflict in 
favor of biasing their answer in the direction of social desirability. 

The third situation involves the respondent giving answers to 
questions when he does not know the answer. One assumes here 
that the respondent often faces a conflict between his desire to tell 
the truth (by admitting that he does not know the answer to a 
question or that he has no opinion about a subject) and his desire 
to be a good respondent by answering the question he is asked. 
Again, it is assumed that respondents resolve the conflict in favor 
of providing information by guessing or by choosing do answer hap­
hazardly in order to avoid the embarrassment of not having an 
answer for the question. 

The fourth situation involves acquiescence. The norms of polite­
ness that govern ordinary social encounters make us tend to avoid 
conflicts that might disrupt the social relationship. Since disagree­
ments, particularly about attitudes, may lead to conflict, there is 
some pressure in the interview situation toward agreeing with the 
interviewer insofar as one can determine her opinion. If there are 
no clues about the interviewer's views on a particular question, a 
respondent might decide that it would be polite to tend to agree 
with all statements in which one has the opportunity to agree. 
Dearly, there are individual differences in the degree to which 
respondents believe that disagreeing with the interviewer will have 
unpleasant consequences for the social situation. Since the inter­
viewer's role demands that she present a neutral or supportive 
front to the respondent, her behavior to some extent sets a model 
for the respondent to follow. If the respondent discovers that he 
can disagree with a question or statement without disagreeing with 
the interviewer, he is then free to answer in any way he chooses 
without fear of being impolite to the interviewer. If, however, the 
interviewer is not able to establish a relationship in which the 
respondent realizes at least in some vague sense that the inter­
viewer. will not disagree with him no matter what he says, then 
problems of acquiesence may become very serious. Controversial 
questions, such as those which the respondent has found frequently 
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lead to disagreements and uncomfortable social situations, may 
also bring acquiescence problems to ,the fore. 

It is important to note a 'paradoxical effect resulting from prob­
lems of self-presentation. The types of variables we are considering 
here have the general effect of reducing the observed variance in 
responses. We hypothesize that the reaction of respondents to cues 
that are tension producing or that tend toward making a favorable 
self-presentation important will be to bend answers toward socially 
conventional or stereotypic responses. Thus, the net effect will be 
to produce response distributions with a lower variance than would 
be obtained without such cues. On the other hand, we hypothesize 
that changes in task structure, such as method of administration, 
structure of question, position of question in the questionnaire, or 
interviewer characteristics, might have a greater effect on questions 
that pose problems of self-presentation than on questions that do 
not. If this is true, we expect that the magnitude of response effect 
will vary when questions that are similar in terms of posing prob­
lems of self-presentation are given under different conditions. When 
we hypothesize greater variability for attitudinal questions that are 
high in problems of self-presentation, we are referring to a high 
"method" variance rather than a high observed variance in the 
responses to the particular questions. 

We can summarize the effects of problems of self-presentation 
in the following hypothesis: 

Hypothesis 2: The greater the problems of self-presentation evoked by 
a question (that is, the more socially desirable some of the answers 
are), the greater the pressure on the respondent to answer a question; 
or the more controversial a question, the higher the relative response 
effects will be. 

3. Saliency of the requested information.-The problem of 
saliency is somewhat different for the two types of data. For behav­
ioral data, the problem is primarily one of memory. Those factors 
known to be associated with differential remembering will be im­
portant to consider as sources of response effects. The four most 
important variables relevant to memory appear to be (a) recency, 
(b) importance, (c) complexity, and (d) affect or "repression." 
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There are, of course, other factors, such as general intellectual 
ability, special mnemonic devices, .and age, that are outside of 
the influence of the task definition but that also affect the respond­
ent's memory. The requirements that the task itself places on the 
respondent's memory, however, are mostly determined by the 
length of time involved in the report, the importance of the subject 
matter to the respondent, the number of different details required, 
and the degree of affect surrounding the event. 

The problem of saliency with regard to attitudinal information 
is somewhat more complicated. While it seems likely that recency, 
the importance of the issue to the respondent, its complexity, and 
the degree of affect present will influence the stability of the re­
sponse, there is also another important variable to be considered: 
the clarity of the respondent's state relevant to the issue. By "clar­
ity" we mean the extent to which the respondent has a well-formu­
lated attitude or idea about the question he is asked, or conversely, 
the extent to which the subject matter of the question exists for 
the respondent only when the question is asked. It is likely that 
clarity is correlated with the importance of the issue to the respond­
ent, for example, his attitude toward language reform in Outer 
Mongolia. Clarity and importance of the issue are not, however, 
exactly the same concepts. For example, the task may concern 
questions about health or emotional relationships with other peo­
ple; these may be issues that are quite important to the respondent, 
but the question may be phrased in a way he had not thought about 
before, or it may ask about an aspect of the issue that he had never 
reflected upon. We might expect such questions to arise frequently 
when the questions stem from a particular social-scientific, theo­
retical framework that is not shared by the respondent. Thus, we 
might find that the subject matter is important but that the question 
is low on clarity because the respondent has no clear formulation 
of his ideas or attitudes on the matter. 

We can formulate a general hypothesis for saliency with two 
sub-hypotheses: 

Hypothesis 3: The greater the saliency of the information required, 
the lower the relative response effects will be. 
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Hypothesis 3a: The more recent the event, the more important it is to 
the respondent, the less complex, and the more positive affect toward 
the event, the lower the relative response effects will be. 

Hypothesis 3b: The more recent the event, the less complex, the more 
positive affect, and the clearer the subject of a question about an attitude, 
the lower the relative response effects will be. 

The task variables are primarily determined by the interview 
schedule or questionnaire. The questionnaire content, independent 
of the formulation of the questions, will have some influence, par­
ticularly on the variables of saliency and self-presentation. The for­
mulation of the questions, however, plays an important role be­
cause it determines the degree of structure in the questionnaire, can 
radically affect the perceived saliency of the requested informa­
tion, and can exacerbate or modify problems of self-presentation. 
Thus, we believe that questionnaire construction and question for­
mulation lie at the heart of the problem of response effects. 

Role of the Interviewer 
It has long been recognized that the interviewer is in a strategic 

position to bias responses. Since interviewer effects are such an 
obvious potential source of bias, they have received the lion's share 
of research on effect and control. But this research has been done 
for the most part without any theoretical framework, and the results 
have not advanced us very far in our understanding of the ways 
in which interviewers do in fact bias results nor in estimating the 
extent to which different types of effects actually occur. In this 
section, we will outline a simple conceptual framework which we 
will then use in later chapters to systematically review the empirical 
studies of interviewer effects. 

Studies of interviewer effects appear to be concerned with three 
types of variables: ( 1) the interviewer's role demands, or the 
rules of behavior which the interviewer is expected to follow; ( 2) 
the interviewer's role behavior, or the degree of competence with 
which she carries out these role demands; and (3) the interviewer's 
extra-role characteristics, such as social background characteristics, 
which "type" the interviewer for the respondent and cause the 
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respondent to respond to the interviewer in ways that are irrelevant 
for the task at hand. 

l. Interviewer role demands.-Different types of interview situa­
tions allow interviewers different degrees of freedom to vary their 
behavior. At one end of the continuum is a model of interviewer 
behavior in which the interviewer's behavior approximates that of 
an automaton. In this model, the interviewer's behavior is exactly 
prescribed in order to reduce inter-interviewer variability. At the 
other end of the continuum is a model of interviewer behavior in 
which the interviewer is viewed as a sensitive, information-gather­
ing individual. In this model, it is the interviewer's job to obtain 
certain information, but she is allowed, even encouraged, to go 
about the task in whatever manner seems to work best with that 
particular respondent. The degree of freedom allowed the inter­
viewer may vary over all parts of the interviewer's task, from the 
selection of the respondent to such things as variation in the word­
ing of questions or the order in which questions are asked, to the 
kinds of things that the interviewer may do or say beyond the 
narrowly-defined task of asking questions and recording answers. 
For example, the interviewer's role may allow supplementary expla­
nations to questions in some instances and prohibit it in others; it 
may allow or prohibit the use of verbal encouragements to the 
respondent; it may allow or prohibit the interviewer from engaging 
in extra-task social behavior, such as accepting coffee or food from 
the respondent or engaging in friendly conversation, that is not 
related to the interviewing task. 

The role demands are defined by the researcher and must be 
transmitted to the interviewer during her training. The interviewer 
must, in turn, convey during the course of the interview the limits 
that have been placed on her behavior and "teach" the respondent 
how to behave in relation to the interviewer. The teaching of the · 
nature of the respondent-interviewer relationship defines for the 
respondent the way in which the interview situation differs from 
ordinary social conversations between strangers. 

We recognize that the full automatization of the interview proc­
ess is likely to be counter-productive and that some discretion on 
the part of the interviewer is desirable to adapt to the innumerable 
differences among respondents. We shall, however, frame our 
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hypothesis in linear terms because we do not know at this point 
how to specify the point at which. too much structure becomes 
dysfunctional. 

Hypothesis 4: The greater the degree of structure in the interviewer's 
role, the lower the relative response effects will be. 

2. Interviewer role behavior.-There is inevitably some dis­
crepancy between the defined role demands and the actual role 
performance of the interviewer. Even when an interviewer knows 
what she ought to do, she may at times forget to do it or she may 
judge that a particular case is so different from what was envisaged 
when the specifications were written that it justifies deviating from 
her instructions. If the interviewer training and selection procedures 
are not adequate, however, the interviewer may not follow the spe­
cifications, either because she did not understand them fully or 
because she is temperamentally or intellectually incapable of fulfill­
ing them. Factors of the quality and scope of selection and training 
techniques, interviewer experience, and overall competence would 
seem to be important here. We would thus hypothesize: 

Hypothesis 5: The greater the degree to which the interviewer actually 
carries out the role demands, the lower the relative response effects 
will be. 

3. Extra-role characteristics of the interviewer.-ldeally, the 
respondent-interviewer interaction is carried on strictly in terms of 
role behavior of the two individuals. It is inevitable, however, that 
the respondent will perceive the interviewer not only as an inter­
viewer, but also in terms of other role characteristics, such as her 
race, educational level or social class, age, and, perhaps, religious, 
ethnic, political, or other affiliation. We should stress here that just 
because the respondent perceives that the interviewer possesses 
certain social role characteristics does not mean that this perception 
will necessarily cause him to behave any differently toward the 
interviewer. The potentiality, however, always exists. We expect 
that the degree to which the potentiality is realized depends to a 
great extent upon the degree to which the interviewer can teach the 
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respondent to interact with her only in her role as interviewer. 
Thus, one aspect of this variable is i;ubsumed under the previous 
variable, since it deals with the interviewer's competence in carrying 
out her role. 

There are times, however, when extra-role characteristics may 
become so salient that they produce a response effect independent 
of the interviewer's actual behavior. Probably the most notable 
example of this phenomenon in the United States is that of a white 
interviewer asking a black respondent (or vice versa) about race 
relations. We would thus formulate our hypothesis: 

Hypothesis 6: The greater the saliency of an interviewer's extra-role 
characteristics for the questions being asked, the greater the relative 
response effects will be. 

Respondent Role Behavior 
It might seem strange to consider respondent behavior as an 

important source of response effects, since presumably it is the 
respondent's behavior (his responses) that is in fact the dependent 
variable. There is, however, one variable involving the respondent 
that can be conceptualized as a source of important response 
effects. This variable is the respondent's motivation to perform 
the role of respondent. The primary demand of the respondent's 
role is that he answer the interviewer's questions. Answering certain 
questions will require considerable effort on his part. If the 
respondent is not sufficiently motivated to perform his role, the 
whole enterprise falls apart. While one might argue that this vari­
able is strongly influenced by the behavior of the interviewer, it can 
also be seen that there may be other factors that serve to undermine 
the respondent's motivation to take the time or make the effort to 
be a "good" respondent. Such factors would include persistent per­
sonality traits, events that happened to the respondent before the 
interview began, environmental factors such as the presence of 
others, and outside pressures not to cooperate with any strangers. 
The fact that many of these factors are beyond the control of the 
researcher and his co-workers does not minimize the need to rec­
ognize them as potential sources of response effects and to estimate 
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their relative size. While it may be a truism, we would formulate 
our final leading hypothesis as follows: 

Hypothesis 7: The better motivated the respondent to perform bis task 
of providing information, the less the relative response effects will be. 

Summary 
We have attempted to outline a simple model of the research 

interview that identifies seven variables of primary interest as 
sources of response effects. Perhaps the model can best be summar­
ized by putting it in diagrammatic form: 

Interviewer role: Respondent role: 
to obtain information to provide information 

!variables: -- - - - I 
I 

L 

1. Interviewer role demands I 
2. Interviewer role behavior 
3. Interviewer's extra-role I 

characteristics _ _ _J 

' 
Tasks: 

1. Behavioral information H Responses I 
2. Attitudinal information 

!variables: - - - - - - I 
I 1. Task structure 

2. Problems of self-presentation 
L ~ Saliency of requested informatio~ 
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We consider the task to be the central concept and the task 
variables to be the most important sources of response effects. We 
anticipate that there may be an interaction between the importance 
of the task variables and the type of task; that is, we expect that 
the task variables will have different effects or be differentially 
important according to whether the respondent is asked for be­
havioral or attitudinal information. Except for our earlier conch1-
sion that the concept of saliency has a somewhat different meaning 
for attitudinal and behavior reports, we do not know enough at 
this point to hypothesize exactly the nature of these interactions. 

This model abstracts from the interviewing process only those 
aspects that appear to play a major role in influencing response bias 
and, of course, does not try to do justice to all the subtleties of 
interaction that occur in interviewing. This relatively simple scheme 
has enabled us to organize the empirical studies that have been 
done on response effects, to test out our leading hypotheses, and 
to develop and test more refined hypotheses. It further enabled us 
to chart the areas that need research in order to put our knowledge 
of the relative importance and magnitudes of the different sources 
of response effects on a firmer foundation. 

The first stage of the project consisted of the preparation of a 
bibliography of books and articles related to the topic of response 
effect. This bibliographic research was greatly aided by a more gen­
eral bibliographic file on survey methods that had been compiled 
under Charles Cannell's direction at the Survey Research Center, 
University of Michigan. The bibliographic file for this project con­
sists of 935 items, and is included in this report in its entirety. 
About one-half of the items could not be coded using our coding 
system. An index of the coded items in the bibliography has been 
included to make it more usable for readers. 

THE DEPENDENT VARIABLE: RESPONSE EFFECT 
Throughout this study, the dependent variable remains the rela­

tive response effect. Many studies gave information that demon­
strated response effects, but did not give enough information to 
enable us to determine the relative magnitude of these effects. Since 
we are attempting to measure the response effects of a large number 
of independent variables, we needed sufficient data both on the 
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actual figures reported and on some validation measure in order to 
establish a reasonably accurate estimate of the magnitude of the 
relative response effect. 

The field work for this project consisted of obtaining copies of 
the studies and coding them in a uniform format (described in 
detail below). The sample consists of the information coded from 
these studies. The number of items of information obtained from 
a single survey varied from one to several hundred. Thus, when 
we use unsummarized results, these results are weighted toward 
the studies that provided more items of information. In some of 
the analyses, all results from a given study are combined so that 
the studies are given equal weight. 

Since many different types of studies were included, absolute 
size of effects became meaningless without a way of combining 
studies. We therefore adopted measures of relative effect, which 
we define as : 

RE = _(A_c_t_u_al_-_v_a_h_· d_a_tin_g_) 
s 

where s is the standard deviation of the population, obtained from 
the validation information if possible. Where no data were given 
on the size of s, an estimate of RE was made using (Actual - Vali­
dating) I Validating. This estimate is satisfactory for populations 
where the coefficient of variation approaches one, but becomes 
quite poor as the validating mean approaches zero. In the latter 
cases, the results were omitted. 

Where studies reported information about attitudes, the weighted 
mean of all observations was used for validation. Thus, for exam­
ple, in a study that contrasted the responses of black respondents 
to black and white interviewers, the grand mean was found by com­
bining the responses to black interviewers and the responses to 
white interviewers and weighting by the sample· sizes. The relative 
effect was found by computing the difference between the response 
given to black (or white) interviewers and the grand mean, with 
s being computed from the grand mean. 

Readers may have some difficulty in interpreting this statistic 
for relative effect for attitudinal questions because it is an unfa-



20 

Response Effects in Surveys 

miliar one. Basically, the relative effect is an index of how much 
difference a particular variable (e.g., race of interviewer) makes 
to a particular response category relative to the standard deviation 
of the responses for the sample as a whole. The larger the number, 
the greater the differences between the responses of groups that 
differ on values of the independent variable, relative to the overall 
variability of all groups combined. If the relative effect is zero, it 
means that changes in the independent variable, such as race of 
interviewer or method of administration, are not related to the 
responses to that answer category for that question. A large number 
means that changes on the independent variable are related to dif­
ferences in responses. Unfortunately, differences in magnitude of 
relative effect cannot be interpreted except as differences in order; 
we can say that one is larger than the other, but not how much 
larger than the other it is. 

While this method of computing relative response effects for atti­
tudinal questions has the virtue of enabling us to compute a meas­
ure that can then be compared across a large number of studies 
and used to analyze variables that were only an incidental part 
of the original study, it has a serious drawback. Since we use devia­
tions from the grand mean for the sample as a whole as the numera­
tor, the size of the deviation for a particular group may be affected 
by the size of the subsample for that group, as well as by the raw 
difference between groups. For example, if two groups, A and B, 
differ in the proportion of "yes" responses to a question by 15 per­
centage points, their deviation scores will be the same if they 
are of equal size; their deviation scores will be different if one group 
is much larger than the other and contributes more heavily toward 
the grand mean. In such cases there is an asymmetry between the 
relative response effects for the two groups that would not have 
occurred if they had been equally represented in the sample. Such 
differences in weighting do occur, as indicated in our hypothetical 
example below, and are a potential source of spurious results for 
the response effects on attitu~_~I_!_al questions. 

The reader will have to decide for himself how serious he finds 
this fault in the measure. It is clear that the results reported in this 
monograph for attitudinal questions will need to be treated much 
more cautiously than those for behavioral data. But we feel that 
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there are several mitigating factors that make the presentation of 
the response effects for atti.tudinal data worthwhile. First, we can 
compare results between response effects for behavioral and atti­
tudinal data. Where findings are consistent, we have reason to 
believe that we can have confidence in the measures. Where find­
ings are inconsistent, we need to reserve judgment, to perform fur­
ther analyses if possible, and, ultimately, to administer better 
studies. Second, the data present average responses over a large 
number of studies that vary in many ways, including the relative 
weights given to subsamples. We hope, but we do not know, that 
differing group sizes will tend to cancel one another out, or at least 
greatly reduce differences due to this factor. Of course, if there is 
a systematic tendency in the subsamples to weight one value of an 
independent variable greater than another, the reported average 
values may be seriously biased. Thus, while we are aware of the 
problem, we do not see any way we can correct for it, and feel that 
the results will be of sufficient interest and importance to report. 
At the very least, the results can start a controversy that can be 
resolved by conducting further systematic research. 

CODING THE INDEPENDENT VARIABLES 
The coding scheme used in this study is included in Appendix 

A. The 46 independent variables coded were placed into three 
major groups, as follows: 

1. Task variables 

Effects of question, questionnaire design, and interviewing situa­
tion: 

Length of interview 
Location of interview, presence of others 
Subject of report 
Threat 
Saliency 
Method of administration 
Structured or unstructured questions 
Position of question in questionnaire 
Position of question relative to related questions 
Deliberate bias in questionnaire wording or deception in experi­

ment 
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Number of words in question 
Difficulty of words in question . 
Social desirability of answer 

Time and memory factors: 
Time period 
Records available 
Aided recall 

Type of data: 
Behavior 

Financial (including employment) 
Ownership, debts, savings 
Medical (including mental health care) 
Large household expenditures 
Small household expenditures 
Media usage (including movies) 
Social behavior 
Voting 
Knowledge 
Demographic (age, education) 

Attitudes or expectations about 
Foreign policy 
Local policy 
Race relations or prejudice 
Sexual behavior, child rearing, family 
Other attitudes 
Personality measures (including mood, anxiety) 
Ability and self-judgment ratings 

2. Interviewer role 

Characteristics of interviewers: 
Age 
Sex 
Education 
Occupation of household head in interviewer's household 
Race 
Religion 
Social class 

Interviewer role performance: 
Experience 



Training 
Expectations 
Hostility 
Anxiety 
Proportion of refusals or no answers 

3. Respondent role 

Characteristics of respondent: 
Age 
Sex 
Occupation 
Income 
Education 
Race 
Religion 
Political preference 
Mobility 
Yeasayer 
Personal effectiveness 

Respondent's motivation: 
Anxiety 
Hostility 
Evaluation of respondent's interests 

EXAMPLE OF THE TREATMENT OF DATA 

23 
Introduction 

In order to give the reader a better understanding of the manner 
in which the data are treated, let us take a hypothetical example of 
the type of result that forms the raw data for our study. In a typical 
study of response effects, the hypothetical table shown on the next 
page might be found. 

First, descriptive information about the study from which the 
data were taken is coded (see Appendix A for exact description). 
This information remains the same for all entries from the table. 
A separate IBM card is coded for each of the cell entries in the 
table (except for the total, which is the same for each column). 
Percentages that include "no answers" (NAs) are recomputed to 
exclude NAs. If there are a significant number of NAs, these might 
be coded separately as an indication of the effect of the independent 
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Hypothetical Table Question: In general, do you expect prices to 
rise, fall, or remain the same during the next twelve months? 

Categories 

Rise 
Remain the same 
Fall 

Total 

Site of Interview 

Per Cent Per Cent 
at Home Away from Home 
(N=500) (N=lOO) 

36 29 
50 56 
14 15 

100 100 

Total for 
All R's 

(N=600) 

35 
51 
14 

··----
100 

variable on respondent cooperation or on interviewer performance, 
depending on the independent variable under study. 

Next, the task, interviewer, and respondent variables are coded 
with as much information as was given in the study. For most 
studies, of course, information relative to many of the independent 
variables was missing. In our hypothetical example, the content 
of the question would be coded as having to do with "expectations," 
the subject of the report would be coded "self," the expectations 
would be coded as applying to the "future," the time period in­
volved would be coded "52 weeks," and the subject matter would 
be coded "non-threatening" and "salient." These codes remain the 
same for each of the four relative effects computed from this table. 

To compute the relative effect for the percentage of respondents 
interviewed at home who said that they expected prices to rise, we 
would take the difference between that percentage and the marginal 
percentage for all respondents (36 - 35 = + 1) and divide by an 
estimate of the standard deviation. We have used consistently 
S = YPQ as the estimate of the standard deviation for percent­
ages, even though in almost all cases the samples are not simple 
random samples. We have adopted this convention because of its 
simplicity and, in most cases, in the absence of any viable alterna­
tive. Since this estimate is probably smaller than the actual stand­
ard deviation, our results tend to overestimate the average size of 
response effects. 

In our hypothetical case, we compute the relative error of the 
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first cell of the table, with S = .477, as 1/.477 .02, or a relative 
effect of .02 standard deviation units. This figure is entered in Col­
umns 71-73 as "002," and "35" is entered in Columns 78-79 as the 
percentage on which the relative effect was computed. For this cell, 
the number of cases is entered in Column 15 and the fact that it 
was conducted in the home is coded in Column 66. 

Similarly, the relative effect for the percentage of respondents 
interviewed away from home who expected prices to rise is com­
puted (29 35/.477 = .13) and entered in the appropriate col­
umns on another IBM card, together with the appropriate changes 
in the number of respondents and the conditions of interview 
codes, but with all the other information about the study remain­
ing the same. Two additional relative effects are computed from 
this table-those for the percentage of respondents who expect 
prices to remain the same under the two conditions of conducting 
the interview. Thus, a table such as our hypothetical table with 
six cells yields four relative effects, one for each response category 
and condition of administration (excepting the final two redundant 
cells). 

Once data from a number of studies dealing with conditions of 
interview administration have been coded, we can look across 
studies and see the direction and average magnitude of response 
effects by computing the average relative error produced in each 
type of administration. 

ANALYSIS 
The basic approach in analyzing the results is to treat the several 

thousand items of information as one would treat responses in a 
typical survey. One observes differences in the dependent variable 
(here response effects) and proceeds to search for the combination 
of independent variables that best explains the results. One never 
finds complete consistency in the real world. Thus, in studies of 
prejudice, it is generally the case that prejudice by whites against 
blacks declines with increasing education, but regional factors are 
also critical. College graduates in the South have higher prejudice 
scores than do northern respondents with only an elementary school 
education; nevertheless, there are some southerners with little edu­
cation who show no prejudice. 
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Similarly, in this analysis of response effects, we are unable to 
find absolute truths. We may make generalizations, but there will 
be counter-examples reported so that we deal with probabilities less 
than one. 

There are two chief differences between our analysis and that 
of a typical survey. For a typical survey, one could have the com­
plete range of information on independent variables for all respond­
ents. That is not the case for the studies we have reported. Most 
of these studies have been concerned only with the relation between 
one or a few independent variables and response effects. In some 
instances it is possible through careful reading to determine the 
characteristics of other variables that are not analyzed in the study. 
For most studies, however, there are a large number of independ­
ent variables for which no information is available. Thus, our large 
sample size of items and studies is misleading, since much of the 
information is missing. Most of the generalizations made are based 
on samples much smaller than the total. Unfortunately, this limits 
our ability to discuss interaction effects in great detail. As the reader 
will observe, some of these interaction effects appear to be of great 
importance. These results point to the gaps in information about 
response effects that may be fruitfully explored in future research. 

The other difference between a typical survey and this meta­
study is that on a survey, respondents are considered to be equally 
reliable. In this study, a cursory reading of a few articles is enough 
to persuade anyone that there are large differences in the quality 
of the research. We have attempted to quantify the quality of the 
research by considering the following factors: 

1. Researcher's reputation 
2. Type of sample 
3. Methodological details given in report 
4. Type of validating information 
In preliminary analyses, we weighted studies according to their 

estimated quality. In these analyses, however, we did not find that 
the weighted results differed from the unweighted ones, so we 
report the unweighted results. We also coded the journal in which 
the report was found, the year of the study, the researcher's pro­
fessional background, and the size of the sample. Our analyses did 
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not indicate that these are important variables in explaining differ­
ences in response results and thus are not reported here. 

While the data analyzed In this study come from several different 
countries as well as the United States, the overwhelming proportion 
of the data are based on samples of American respondents. There­
fore, any generalizations that we are able to make, even with limited 
confidence, may not be valid in other cultural contexts. Much more 
specifically comparative methodological research will need to be 
done before we will be in a position to say which of the generaliza­
tions that we think are true for the United States will be valid for 
other countries. 

ORGANIZATION OF THE REPORT 
We have tried to organize our analysis around the principal 

variables we described in the development of our conceptual frame­
work. Since these variables do not act in isolation, they may be 
treated in several sections of a chapter. Thus, there is some discus­
sion of interviewer and respondent characteristics in each chapter. 
In general, Chapters 2-3 deal primarily with the task variables. 
The discussion of interviewer effects for attitudinal data is found 
in Chapter 4, and the reader who is particularly interested in these 
effects should turn there first. 

In addition to the statistics on response effects given in each 
chapter, several studies are discussed to illustrate the results. It 
should be kept in mind that these case studies are selected to illus­
trate the statistical results and that the generalizations are based on 
the statistics and not on the case studies. 

Since we are looking at many variables in many contexts, it is 
highly likely that, initially, we would call some of the relations 
important that are in fact due to chance. For this reason, the ini­
tial search procedure used only one-third of the coded results to 
develop hypotheses. The remainder of the data were used to test 
these hypotheses. 

Chapter 5 summarizes the data, both present and missing, and 
suggests areas that need more study. The bibliography is indexed 
so that readers interested in specific independent variables may 
find the studies relating to those variables. 
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In our conceptual framework, we took the common task upon 
which respondent and interviewer are engaged-that of giving and 
obtaining information-as the focal point for analysis. We distin­
guished three types of task variables which, on theoretical grounds, 
appeared to be important in influencing the accuracy or the vari­
ance of responses: ( 1) task structure, ( 2) problems of self-presen­
tation, and ( 3) the saliency to the respondent of the requested 
information. In this chapter, we shall present the results of our 
secondary analysis of studies of response effects that deal with these 
variables. Since the research under consideration was not designed 
using our framework, there is no neat or easy way to organize 
the discussion so that it exactly parallels our framework. We have 
tried, in the following discussion, to interpret the research in terms 
of our variables, and to argue that much of the apparent diversity 
among studies can be subsumed under a few, relatively simple, 
general variables. 

Among the many studies of response effects, surprisingly little 
attention has been given to the effects of the task (including the 
conditions under which the task is performed) on response. Appar­
ently, there is a tacit assumption among researchers that it is not 
very important: if the interview is conducted in the home or in the 
classroom, if the topic of the interview appears threatening or non­
threatening to the self-esteem of the respondent, or if the topic is 
of great concern to the respondent or remote from his stage in life. 
The results of this chapter, however, indicate that the nature of the 
task and the conditions under which it is performed are among 
the variables that have the strongest effects on response. These 
effects are typically far larger than the effects due to interviewer 
characteristics. This result is not surprising when one considers the 
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interview as a social encounter within the framework discussed in 
the previous chapter. 

Careful experiments to. measure response effects caused by the 
task or the conditions under which it is performed would require 
deliberate variation of the task or the conditions of the interview 
when other variables are controlled. Our data are not usually of 
this type. Thus, for example, our comparisons of responses to inter­
views administered inside and outside the home are based on dif­
ferent studies with different tasks and different respondents and 
interviewers. While we attempt to control for these differences in 
the analysis, the available data do not always permit this. Although 
some confounding is unavoidable, the major conclusion of this 
chapter is inescapable: the task of the interview and the interview 
conditions do influence responses. 

Among the task variables about which we have evidence, the 
following seem to have the largest effect on response, and will be 
discussed in this chapter: 

1. The location of the interview 
2. The method of administration of the questionnaire 
3. The level of threat and the possibility of a socially desirable 

answer 
4. The saliency of the questions to the respondent 
We shall also give some attention to the following variables that 

seem to have a lesser, but still noticeable, influence: 
5. The position and structure of questions 
6. The subject matter of the study 
7. The referent person about whom the questions are asked 

(e.g., self, household, other household member) 
In the tables that summarize the data and in discussions of them, 

a distinction is made between behavioral and attitudinal data. For 
behavioral results, outside validating information is available, and 
it is appropriate to speak of overreporting and underreporting, or 
of positive and negative response effects. For attitudinal results, 
however, outside validation does not exist; instead, observed results 
are compared to a weighted average of the total. It does not make 
sense to attach signs to the differences since these signs would 
depend entirely on some arbitrary ordering of the answers. Hence, 
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we can speak about the relative size of response effects for atti­
tudinal data, but not about th~ir direction. 

Most of the studies in the published literature on response effects 
in attitudinal data relate primarily to interviewer or interviewer­
respondent characteristics. These studies are discussed in detail in 
Chapter 4. In this chapter, we limit our discussion of response 
effects on attitudes to those effects unrelated to respondent or inter­
viewer characteristics. 

In addition to the data tables and discussions of them, specific 
studies are discussed in detail to illustrate .the findings. These stud­
ies serve to exemplify and clarify the summary data; they are not 
a random sample of the studies. Our general conclusions come pri­
marily from the summary tables, while the specific studies remind 
us of the limitations of these results. 

In this chapter, we shall consider the average response effect for 
several of the primary task variables taken across a large range of 
studies. On the average, the results indicate small effects for any 
single variable. The large standard deviations indicate that the 
studies have highly variable results when one does not take com­
binations of variables into consideration. Thus, we shall first pre­
sent and discuss the summary statistics for the single variables, and 
then consider the results obtained while looking at combinations 
of task variables. Table 2.1 presents the means and standard devia­
tions of the response effects for selected task variables computed 
across the available studies. The full distribution of responses is 
reported in Tables B.1 through B.7, Appendix B. 

CONDITIONS OF THE INTERVIEW AND 
METHOD OF ADMINISTRATION 

Where and how the interview is conducted affects responses on 
surveys (Table 2.1). On the average, there is a + .06 response 
effect for behavioral questions if the interview is administered in 
the home with no one else (other than the interviewer) present. 
There is a negative response effect ( - .04) if others are present 
and the interview is administered out of the home. 

While the total difference in means is about 9 or 10 standard 
deviation units, there is a large range of effects within each condi­
tion indicating that many other factors are also operating. Thus, 
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Table 2.1 Mean Response Effect in Standard Deviation Units by 
Selected Task Variable 

Behavior Attitudes 

Task Variable 
Mean Standard Mean Standard 
Effect a Deviation N Effectb Deviation N 

A. Conditions of Interview: 
In Home 

No one present .06 .72 S'11 .12 .13 82 
Other adults -.02 .17 209 

Out of Home 
No one present .001 .71 503 .24 .36 314 
Other adults -.04 .62 464 .17 .15 89 

B.Method of 
Administration: 

Face-to-face .04 .57 3,014 .15 .20 887 
Group -.05 .70 345 
Telephone -.03 .20 75 .22 .36 75 
Self-administered -.11 .36 362 .22 .21 151 
Mail/Diary -.01 .14 115 

C. Threat of Interview: 
Threatening -.03 .79 892 .20 .22 141 
Possibly threatening .07 .33 804 .17 .21 479 
Non-threatening .01 .54 2,369 .16 .26 702 

D. Socially Desirable 
Answer: 

Strong possibility .10 .79 296 .22 .28 94 
Some possibility -.03 .31 466 .14 .15 168 
Little possibility -.002 .48 3,210 .17 .24 1,035 

E. Saliency of Interview: 
Salient .02 .38 1,574 .13 .15 530 
Possibly salient -.003 .77 852 .15 .19 207 
Not salient .01 .61 1,639 .20 .30 585 

F. Position of Question: 
Early -.02 .52 594 .12 .13 265 
Middle -.02 .21 518 .11 .12 89 
Late .06 .92 442 .15 .17 106 

G. Deliberate Bias or 
Deception: 

Yes .o7 .71 341 .46 .51 121 
No .01 .56 3,659 .14 .16 1,164 

a Response Effect 
Actual - Validating 

Standard Deviation Validating 
Actual Grand Mean 

b Response Effect = 
SDGM 
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the generalizations about behavioral items that follow cannot be 
made as strongly as those for attitudinal items, where the differ­
ences are slightly larger and the variations within conditions are 
smaller. 

There is a small positive response effect ( .04) for behavioral 
questions if the interview is personally conducted by the inter­
viewer. If the interview is administered in any other way, the 
response effect is negative, although again the average effects are 
small, with the exception of the - .11 effect for self-administered 
questionnaires. There is a larger response effect for attitudinal ques­
tions if the questionnaire is administered by telephone or is self­
administered than if it is a face-to-face interview. 

Similarities of results in sections A and B of Table 2.1 might 
lead one to expect that there is a relationship between where and 
how the interview is conducted. An examination of the specific 
studies confirms this expectation. Most studies conducted in the 
home are face-to-face interviews. Those conducted away from 
home are primarily of two types: self-administered questionnaires 
given to groups of respondents, such as students or workers, and 
social psychological experiments conducted primarily with students. 

The question arises whether the setting of the interview or the 
method of administration has the more important effect on re­
sponse. The data clearly indicate that method of administration is 
the more important variable for behavioral data (Table 2.2). Con­
trolling for both location of interview and method of administra­
tion, there are marked differences between the size of response 
effects for self-administered questionnaires and face-to-face inter-

Table 2.2 Mean Response Effect in Standard Deviation Units by 
Location of Interview and Method of Administration 

Method of 
Administration 

Behavior 

In Home Out of Home 
---·---·--·-----
Face-to-face .05 

(947) 
Self-administered - .10 

(73) 

.01 
(430) 

-.10 
(256) 

In Home 

.14 
(94) 

Attitudes 

Out of Home 

.19 
(363) 

.17 
(118) 
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views involving behavioral questions, regardless of whether re­
sponses were obtained in or out of the home. We cannot make the 
same comparison for attitudinal questions because there were too 
few studies using self-administered attitudinal questionnaires m the 
home. In the one comparison that can be made on attitudinal 
items, however, the mode of administration does not appear to 
make a difference in the size of the response effects for interviews 
given outside the home. 

There are several studies (discussed below) that deliberately 
attempt to measure differences in responses on face-to-face and 
self-administered questionnaires. As far as we know, there are no 
studies that attempt to measure responses in and out of the home, 
controlling for other factors. Such studies might involve comparing 
workers' responses in a company setting to responses obtained at 
home, or students' responses in school to their responses at home, 
or shoppers' responses in a shopping center to their responses at 
home. If studies such as these used face-to-face interviews, we 
might be able to determine whether the differences in Table 2.2 
are really a function of the location of the interview or of the differ­
ent topics covered in these interviews. 

POSITION OF QUESTION AND DEl.IBERATE 
BIAS OR DECEPTION 

Table 2.1 presents the data for two variables that have been 
given some attention in the literature. The first variable, position 
of the question, has by itself little biasing effect for behavioral items 
and a negligible effect for attitudinal items. There is a .06 mean 
response effect for behavioral questions placed late in the interview, 
compared with a - .02 average effect for questions in the early 
or middle part of the questionnaire. 

There do not appear to be any sizable response effects associated 
with placement of questions after related questions. Table 2.3 indi­
cates that the largest average effect ( -.06) occurs for behavioral 
items that appear early in the interview, but are placed after ques­
tions with related content. Unfortunately, there were not enough 
studies of attitudinal items that could be coded for question place­
ment relative to early questions to construct a similar table for 
attitudinal data. 
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The findings reported here confirm the analysis of a limited 
number of studies focusing on question order effects (Bradburn 
and Mason, 210). That anaiysis failed to show any consistent order 
effects, although individual studies did report significant order 
effects. In that report, the authors identified four theoretically 
plausible types of effects-saliency, redundancy, consistency, and 
fatigue-that might occur because of the position of the questions, 
but that operate in different directions to produce either overreport­
ing or underreporting. It is possible that, in the studies we have 
surveyed, these different types of effects are operating in different 
studies and tend to cancel one another out. Considerably more 
research will have to be done before we can formulate any theory 
on position effects. 

The second variable, which occurs in a few interview studies 
and in many social-psychological experiments, is the use of deliber­
ate attempts to bias answers or to deceive the respondent about the 
true purpose of the study. In these studies, the magnitude of the 
response effect is likely to be far larger than that for experiments 
or surveys in which there is no attempt at deception. The results 
presented in Table 2.1 show a mean response effect of .01 for 
behavioral items if there is no deliberate deception, and a mean of 
.07 if there is deception. For attitudinal items, the mean response 
effect is .46 if there is deliberate bias or deception and only .14 
if there is no deception. Obviously, it is easy to generate large 
response effects in a laboratory situation; there is no guarantee that 
the same effect will be found in the usual face-to-face interview 
in the home. Again, however, note that the standard deviation for 

Table 2.3 Mean Response Effect in Standard Deviation Units by 
Position of Question Relative to Related Questions and in Total 
Questionnaire (Behavioral Items Only) 

Position Relative to 
Early Middle Late Related Question 

After -.06 -.04 .01 
(77) (294) (95) 

Not after -.01 -.01 -.02 
(141) (99) (118) 
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both behavioral and attitudinal items is very large when there is 
deliberate bias or deception'. As with other task variables, the large 
variability in results when only one variable is taken into considera­
tion suggests that consideration of response effects must be in terms 
of the combination of variables operating in any particular study. 

DEGREE OF STRUCTURE 

In the conceptual framework developed in Chapter 1, we 
hypothesized that the degree of structure in the interviewing situa­
tion would be an important variable in determining the accuracy 
or variance of the responses. We expected that the greater the 
degree of structure in the task, the greater the degree of accuracy 
in reporting behavior or the lower the response effect on attitudinal 
items. Table 2.4 presents the results of our analysis of studies 
reporting various forms of questionnaires that differed in the indi­
cated structural features, cross-classified by form, place, and 
administration. 

Contrary to our hypothesis, whether the question is closed-ended 

Table 2.4 Mean Response Effect in Standard Deviation Units by 
Condition of Interview and Structure of Questions (Behavoriol Items 
Only) . 

Structure of Question 
Condition of Interview 

Closed-ended Open-ended 

A. Form of Interview: 
Face-to-face .03 .03 

( 1,343) ( 1,004) 
Group .05 -.06 

(108) (136) 
Telephone -.03 [.06] 

(27) (16) 
Self-administered -.24 .002 

(148) (162) 
B. Place of Administration: 

At home .01 .05 
(342) (378) 

Outside home -.14 .02 
(594) (594) 
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or open-ended seems to have no general effect on responses to 
behavioral questions in face-:to-face interviews and has a negative 
effect on self-administered questionnaires. It appears from Table 
2.4 that there is a - .24 response effect on closed-ended questions 
in self-administered questionnaires, but no effect on open-ended 
questions. The self-administered questionnaire is more likely to be 
administered outside the home; thus, it is not surprising that there 
is a - .14 response effect for closed-ended questions asked outside 
the home. We do not know if these results are artifacts caused by 
other. differences in the studies, since there are no studies testing 
both method of administration and question structure simultane­
ously. A possible explanation of this interaction relates to problems 
of self-presentation discussed later in this chapter. 

QUESTION LENGTH 

The number of words in a question gives an indication of the 
quantity, although not necessarily of the quality, of the stimulus 
received by the respondent. Recent psychological experiments have 
indicated that an increase in the quantity of the stimulus leads to 
an increase in the quantity of response, although, again, not neces­
sarily to an increase in the quality (Cieutat, 162; Greenspoon, 328; 
Hildum and Brown, 363; Krasner, 454; Ogawa and Oakes, 597; 
Salzinger, 695; Shaffer, 731; U.S. Bureau of the Census, 837). 
In Table 2.5, we see that there is no general effect related to the 
number of words in the question in face-to-face interviews, but 
there is an effect in group and self-administered questionnaires. 
The shorter the question, the larger the negative bias. This is in 
direct contradiction to the general procedure of keeping questions 
on self-administered questionnaires as short as possible. This effect, 
however, should be studied under controlled conditions in order 
to understand its nature more fully. 

PROBLEMS OF THREAT, SELF-PRESENTATION, AND 

SALIENCY OF QUESTIONS 

Since the degree to which a respondent views an item as personal 
(and therefore possibly threatening) tends to be involved in con­
siderations of self-presentation and saliency, we shall treat these 
variables together. First, let us look at the distribution of response 
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effects for the variable we have called "threat" (Table 2.1 ) . For 
each of the questions coded, the coder was asked to make a 
judgment about the relative threat posed by each question to the 
respondent's self-esteem or to the interviewer's appraisal of him. 
To a considerable extent, this variable may be confounded with 
another variable, social desirability, since admitting to behavior or 
opinions which lower the interviewer's esteem for the respondent 
would probably be considered socially undesirable. We instructed 
the coders to distinguish between questions that are largely personal 
and directly threatening to the respondent's self-esteem or are 
anxiety-provoking-for the most part, questions about illegal or 
deviant behavior, or about major health problems-and questions 
that do not appear to be manifestly threatening to the individual 
but contain the possibility of socially desirable answers about atti­
tudes or behavior. In general, the threat items are more likely to be 
personal items, while the social desirability items are more distant 
from the individual. 

Questions judged as presenting the possibility of a socially 
desirable answer show somewhat greater mean effects than do the 
threat questions (Table 2.1). The mean effect for behavioral items 
ranges from .10 for questions with a strong possibility of a socially 
desirable answer to -.002 for items rated as presenting little possi­
bility of a socially desirable answer. Attitudinal items rated as pre-

Table 2.5 Mean Response Effect in Standard Deviation Units by 
Form of Interview and length of Questions (Behavorial Items Only) 

Form of Interview 
Number of Word• 

in Question Self-
Face-to-Face Group Administered 

12 or less .01 -.31 -.40 
(389) (32) (66) 

13-22 -.04 [.06] -.14 
(360) (10) (65) 

23-32 -.003 [.O l] 
(150) (6) 

33 or more .01 .000 -.002 
(576) (20) (43) 
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senting a strong possibility of a socially desirable answer show 
somewhat greater average response effects than do items with little 
possibility. The variance around the means is high and suggests 
that strong effects are to be found only in combination with other 
variables rather than coming from threat or social desirability 
factors alone. 

Table 2.1 indicates that, on the average, there are only small 
response effects for both threatening and non-threatening questions 
about behavior. For attitudinal items, there is little difference be­
tween the average effect for threatening items (.20) and the effect 
for the non-threatening items ( .16). In both cases, the variance 
around the means is large. 

Assessing response effects for attitudinal questions involving 
socially desirable answers is extremely difficult with the data at 
hand. In interpreting the results, several important facts must be 
kept in mind. First, questions coded as presenting a strong possibil­
ity of a socially desirable answer are more likely to involve contro­
versial topics than questions coded as having little or no likelihood 
of a socially desirable answer. Concern over a social desirability 
factor usually comes when an investigator suspects that there is a 
pervasive social norm at work that is not in line with many people's 
"true" attitudes. Thus, the investigator expects that the responses 
given by the respondent will tend toward that norm even though 
his privately-held attitudes are different. Theoretically, concern 
about social desirability should be manifested on all attitudinal 
questions about which there exists a social norm (and this includes 
practically all attitudinal questions). Generally, however, investi­
gators become worried about the biasing effects of social norms 
only when they believe that there are substantial segments of the 
population that do not, in fact, subscribe to those norms. Such cases 
would occur frequently when social change is accompanied by a 
normative change in the attitude of the population. The issues 
involved in such a process of change would, of course, be among 
the most controversial issues in society, and also those of great­
est interest to students of social attitudes. Some contemporary 
examples would be attitudes toward sexual mores, changes in laws 
regulating drugs, and white respondents' attitudes toward racial 
integration. 
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We pointed out in Chapter 1 that the effect of increasing the 
possibility of social desirabllity in answer categories might result 
in actual reduction in the variance of responses because respond­
ents would tend to choose answers closest to the social norms. 
Thus, we have a rather paradoxical situation in which we have 
reason to believe that the true distribution of opinion is quite 
broad (perhaps on the average broader than for items not classified 
as presenting a socially desirable answer), but that the effect of the 
variable we have been calling "social desirability" is to reduce the 
spread of opinion so that the distribution looks less variable than 
it really is. Insofar as differences in opinion are correlated with 
respondent characteristics such as education and income, differ­
ences between groups will also be attenuated. The aspects of the 
task that increase the saliency of the social norm, such as references 
to the opinions of respected figures or personal rather than self­
administered interviews, would also tend to intensify the effect. 

The reader will recall, however, that our measure of response 
effect is relative to our rough estimate of the true standard devia­
tion, and therefore is not directly indicative of decreases in vari­
ance. Since the univariate comparison of questions according to 
their rating on the social desirability scale summarizes the data over 
a large number of studies that were also considering other variables, 
the more interesting comparisons are those made by taking the 
average response effects of questions with a strong possibility of a 
socially desirable answer under different conditions that increase 
or decrease the saliency of the social norm or the importance of 
presenting oneself in a favorable light. 

Table 2.1 presents the average effects for the saliency of data for 
both behavioral and attitudinal questions. In general, we see prac­
tically no effects for behavioral reports, but again, a substantial 
spread of findings showing both positive and negative effects. For 
attitudinal items, however, the non-salient questions do show a 
somewhat larger average response effect ( .20) than do salient 
(.13) or possibly salient (.15) questions. Such a finding would be 
consistent with the hypothesis that the respondent may do more 
guessing or engage in haphazard responses on questions of low 
saliency. The relationship between saliency and self-presentation 
will be discussed in a later section. 
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METHOD OF ADMINISTRATION AND PROBLEMS 

OF SELF-PRESENTATION 

Why should there be a difference in response effect between self­
administered and face-to-face interviews? In Chapter 1 we hypothe­
sized that the greater the problems of self-presentation provoked 
by the questions, the greater the response effects for behavioral 
questions would be. The more that the questioning process engages 
the respondent's desire to present himself in a favorable light, the 
more likely it is that the respondent will bend the report of his 
behavior in that direction. For attitudinal questions, we hypothe­
sized that this tendency might actually work toward decreasing 
the variability of the responses because it could have the effect of 
getting respondents to converge upon the socially desirable answer. 
Because self-administered questionnaires are more private and do 
not require a direct revelation of self to another person who is 
physically present, we would expect that they would be less subject 
to problems of self-presentation than would face-to-face interviews. 
Presumably, telephone interviews and group interviews (in which 
a respondent could elicit social support for giving negative informa­
tion about himself) would fall between the other two methods of 
administration on a dimension of privacy. 

To some extent this difference is recognized by investigators in 
their choice of method of administration. In our review of the con­
tent of questionnaires, we found that studies of illegal behavior 
tended to use self-administered questionnaires to preserve anonym­
ity. An example is a study by Clark and Tifft (168) on deviant 
behavior. In this study of 45 students, initial reports were subse­
quently checked by the use of a polygr::iph, and the anonymity of 
the respondent was carefully guarded. The results of the Clark-Tifft 
study are given in Table 2.6 and do indicate substantial under­
reporting on approximately half the questions. 

If one looks only at studies where both face-to-face and self­
administered questionnaires have been used to measure the same 
items, the privacy hypothesis is confirmed. In a careful study of 
self-administered, face-to-face, and telephone interviews, Hochstim 
(367, 370) found a greater tendency on self-administered forms to 
report behavior that presents the respondent in a negative light. 
These results are given in Table 2.7. Thus, 44 per cent reported 
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Table 2.6 Estimated Net Underreporting for Self-Report Deviant 
Behavorial Items 

Per Cent 
Deviant Behavioral Items Net Per Cent Admitting 

Underreporting Behavior 

Taken little things (worth less than $2) 
that didn't belong to me 58 88 

Skipped school 52 85 
Speeded 38 85 
Taken things of medium value (between $2 and $50) 30 45 
Bought beer, wine, or liquor illegally 25 95 
Masturbated 25 95 
Falsified information on application form 25 58 
Taken things from someone's desk or locker at 

school without permission 22 48 
Gambled 18 80 
Driven a car without a license 15 62 
Driven in an unauthorized drag race 10 45 
Had homosexual sex relations 10 22 
Rape or attempted rape 5 15 
Taken a car for a ride without the owner's knowledge 5 18 
Used or sold narcotic drugs 5 10 
Possessed pornographic material 5 50 

Items with Less than 5 Per Cent Underreporling 
Run away from home 
Attempted murder 
Attempted suicide 
Armed robbery 
Gotten a female other than my wife pregnant 
Bribery of a police officer or official 
Visited a house of prostitution 
Carried a razor, switchblade, or gun 
Took part in a gang fight 
Taken things of large value (over $50) 
Broken into a home, store, or building 
Struck my girl friend or wife 
Witnessed a crime and did not report it 
Defied my parents' authority 
Vandalism 
"Beaten up" on someone 
Had premarital sex 

12 
0 
2 
2 
8 
8 

18 
12 
10 
5 

20 
15 
18 
58 
55 
10 
55 

Source: Clark and Tifft (168). Reprinted by permission of the American Sociological 
Association. 
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their health as excellent on the face-to-face interview as compared 
to 30 per cent on the self-aqministered form. This may reflect the 
almost automatic tendency to answer "Fine" when asked "How do 
you feel?" even if one doesn't feel very well. The understatement 
of the drinking of alcoholic beverages on the face-to-face interview 
as compared to the self-administered form clearly seems due to 
the presentation of a negative self-image. 

A similar experiment by Thorndike, Hagen, and Kemper ( 807) 
compared 500 self-administered questionnaires and 500 face-to­
face interviews on an inventory of psychosomatic symptoms. Re­
spondents on the self-administered form reported approximately 
15 per cent more psychosomatic symptoms than did respondents 
on the face-to-face interview. The largest difference was on the 
question "Have you frequently suffered from constipation?"-16 
per cent of the respondents on the self-administered form re­
sponded "yes" compared to 8 per cent for the respondents on the 
face-to-face interview. 

Table 2.7 Comparison of Women's Responses to Health Questions by 
Self-Administered, Telephone, and Face-to-Face Interviews 

Per Cent 

Item 
Self- Face-to-

Administered Telephone Face 
·---

Excellent health rating 30 37 44 
(977) (518) (284) 

Discuss female medical 
problems with husband 68 52 47 

(490) (266) (129) 
Discuss Papanicolaou test 40 31 32 

(490) (266) (129) 
Never drink wine 46 44 55 

(507) (282) (157) 
Never drink beer 51 49 59 

(507) (282) (157) 
Never drink whiskey or liquor 36 34 47 

(507) (282) (157) 

Source: Hochstlm (367, 370). 
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In another study, Kahn ( 407) compared the responses of 162 
male employees who were asked a series of questions about work­
ing conditions in both face-to-face interviews and self-administered 
questionnaires. One might expect the workers to express greater 
satisfaction in the face-to-face interview, and this was generally 
the case (Table 2.8). The greatest differences were found in re­
spondents' perceptions of the company. On face-to-face interviews, 
73 per cent stated that the company was well run and 64 per cent 
stated that it was a good place to work. On the self-administered 
form, only 40 per cent stated that the company was well run and 
43 per cent that it was a good place to work. Workers were also 
more critical of their jobs and their foremen on self-administered 
questionnaires. The differences between face-to-face interviews and 
self-administered questionnaires were small on items relating to the 
work group. It is possible that these differences interacted with the 
location of the interview (in both cases, the work site) and that dif­
ferences would have been smaller if the data collection had taken 
place in the home. 

This tendency toward greater conformity in the more personal 
interviewing situation would imply that question cues for social 
desirability would have greater weight in attitudinal response effects 
for self-administered questions. The results presented in Table 2.9 
confirm this hypothesis. For each study on which a response effect 
was calculated, each question was coded for the possibility of a 
socially desirable answer. This rating, like most on this variable, 
represents the coders' subjective impressions regarding the likeli­
hood that one of the response categories to a question was distinctly 
more socially desirable than the others. In general, coders were 
instructed to be conservative and to code "strong possibility" only 
for questions that have figured prominently in the concern over 
socially desirable answers. 

The average response effect for questions rated as having a 
strong probability of a socially desirable answer is .32 for self­
administered interviews compared to .19 for face-to-face inter­
views. Where there was little or no possibility for a socially 
desirable answer, the difference between face-to-face and self­
administered questionnaires diminishes to .04 standard deviation 
units. 



44 
Response Effects in Surveys 

Table 2.8 Attitudes of Employees to Working Conditions by 
Face-to-Face Interviews and Self-Administered Questionnaires 
(N = 162) 

Per Cent Reporting 

Attitudes of Employees 

Perception of Company: 
Machine replacement satisfactory 
Machine maintenance satisfactory 
Machine safety devices satisfactory 
Enforcement of safety rules satisfaetory 
Traffic rules satisfactory 
Safety instruction satisfactory 
Better than most other companies 
Good place to work 
Well-run 
Union made this a better place to work 

Personal: 
Work makes me nervous sometimes 
Good chance to use my skills 
Prefer my present job to another 
Dislike the kind of work I do 
Dissatisfied with pay 
Made little or no progress 
Easy to make 100 per cent production 
Hope to work here in five years 

Perceived Characteristics of Foreman: 
Making production is very important to him 
Keeps us well informed 
Asks men how work should be done 
Pulls for company, not the men 
Interested in me aside from work 
Interested in helping men get ahead 
Lets me know how I'm doing 
Very good at dealing with people he supervises 
Gets along with me better than average 
Knows the job 
Does a good job 

Perceived Characteristics of Work Group: 
Men get along better than most 
Better than most in skill and knowledge 
Work harder than most 
Work planned better than most 
Men stick together better than most 
Men help each other better than most 
I work harder than most 

Source: Kahn (407). 

Face-to-Face 
Self-

Administered 

45 17 
64 19 
72 29 
72 56 
55 35 
57 32 
45 28 
64 43 
73 40 
42 64 

36 42 
38 30 
74 64 
30 41 
28 25 
10 21 
20 51 
42 28 

56 78 
23 22 
15 26 
68 78 
20 14 
42 38 
56 46 
38 29 
12 18 
78 80 
76 51 

21 19 
24 20 
25 24 
13 6 
20 20 
33 35 
10 26 
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A study by Knudsen, Pope, and Irish ( 451) concerning sex 
norms is an example of a study where socially desirable answers 
are likely. Women were asked whether premarital sex relations 
wer~ all right with a man a woman plans to marry, with a man she 
loves, with a man she likes a lot, and with a man she is friendly 
with. The results indicate that less than 20 per cent of the respond­
ents on face-to-face interviews stated that it was all right to have 
premarital sex, compared to 31 per cent of the respondents on the 
self-administered form. These results may also be influenced by 
the threat of self-disclosure, since in this case the respondents had 
all been premaritally pregnant. 

Another study, by Sudman, Greeley, and Pinto (792), compared 
responses of Catholics on religious and ethical issues. In this study, 
one member in the household was interviewed face-to-face, while 
another member received a self-administered questionnaire. The 
results indicate that out of a total of 44 items, on ten items, re­
spondents gave more socially acceptable answers on face-to-face 
interviews; on three items, respondents gave more socially accepta­
ble answers on the self-administered questionnaire; and on the 
remaining items, there were no differences between the methods. 
This study illustrates that although a socially desirable answer may 
seem likely, in many cases there will be no difference in results 
between self-administered and face-to-face questions. 

The data for behavioral items are not presented in Table 2. 9 

Table 2.9 Response Effect in Standard Deviation Units by Method 
of Administration and Possibility of Socially Desirable Answer 
(Attitudinal Items Only) 

Possibility of Socially 
Desirable Answer 

Strong possibility 

Some possibility 

Little or no possibility 

Melhad of Administration 

Face-to-Face 

.19 
(58) 

.11 
(93) 

.15 
(734) 

Self-Administered 

.32 
(22) 

.22 
(34) 

.19 
(91) 
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because we found no studies that compared face-to-face and self­
administered questionnaires for the possibility of a socially desira­
ble answer. There is, however, a study by Colombotos ( 177) that 
compares physicians' responses on face-to-face and telephone inter­
views. As one would expect, there is a tendency for physicians to 
give more socially acceptable answers on the face-to-face interviews 
(Table 2.10). For behavioral items, such as number of medical 
journals read, articles published, and reasons for going into medi­
cine, there are differences of 14-20 percentage points between the 
two procedures. On items for which socially acceptable answers are 
unlikely (not presented in Table 2.10), no major differences are 
found. 

A comparison of response effects during the early and late parts 
of the interview provides another indication of the socialization 
that occurs during the interview (Table 2.11). As may be seen 
from this table, the average response effect increases from -.02 to 
+ .09 as the interview progresses on face-to-face interviews. On 
self-administered questionnaires, there is a slight decline as the 
interview progresses, possibly due to fatigue. 

SELF-PRESENTATION AND THE STRUCTURE, LENGTH, 

DIFFICULTY, AND POSITION OF QUESTIONS 

In order to pursue further the interrelation of different classes of 

Table 2.10 Physicians' Responses on Face-to-Face and Telephone 
Interviews 

Item 

Economic opportunity or social prestige were 
important in deciding to go into medicine 

Father wanted me to be a doctor because of 
social prestige or economic opportunity 

Read six or more medical journals 
Have had three or more articles published in 

a medical journal 

Sourc&: Derived from Colombotos (177). 

Per Cent 

Face-to-Face 
(N = 68) 

30 

47 
41 

39 

Telephone 
(N = 60) 

49 

61 
21 

24 
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task variables, we investigated the self-presentation variable in rela­
tion to several of the task structure variables-the structure of the 
question, its length, its difficulty, and its position in the question­
naire. There is some interaction among the variables. If the ques­
tion is threatening, the structure of the question, its position, length, 
and difficulty have differential effects on response. For the non­
threatening question, none of these variables are important. For 
threatening behavioral questions, there is a - .12 mean response 
effect for closed-ended questions and a + .12 mean response effect 
for open-ended questions (Table 2.12). For threatening attitudinal 
questions, there is a .22 average effect for closed-ended questions 
and a .16 average effect for open-ended questions. Although the 
difference is small, it suggests that the closed-ended question may 
increase the threat of the question because it forces the respondent 
to choose one from a number of alternatives. If true, this finding 
indicates that, if feasible, open-ended questions should be used for 
threatening subject matter areas to reduce threat. 

Responses to open-ended questions appear to be unaffected by 
the possibility of a socially desirable answer (Table 2.13). For 
closed-ended questions on behavioral items, however, there is a 
.13 mean response effect if there is a strong possibility of a socially 
desirable answer and a small average effect ( - .02) if there is 
no strong possibility of a socially desirable answer. For closed­
ended attitudinal questions, there is a .23 average effect if there is 
a strong possibility of a socially desirable answer and a .16 mean 

Table 2.11 Response Effect in Standard Deviation Units by Condition 
of Interview and Position of Question 

Condition of Interview 
Position of Question 

Face-to-Face Group Self-Administered 

Early -.02 -.03 .03 
(505) (40) (26) 

Middle -.03 -.01 [.16] 
(433) (50) (12) 

Late .09 -.01 -.01 
(341) (25) (58) 
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effect if there is no possibility of a socially desirable answer. As 
with threatening questions, these results suggest that open-ended 
questions are preferable to closed-ended questions if there is a 
strong possibility of a socially desirable answer. 

The results presented in Table 2.14 suggest that short questions 
have a strong negative effect on behavioral reports for threatening 

Table 2.12 Mean Response Effect in Standard Deviation Units by 
Threat of Interview and Structure of Questions 

Structure of Questions Threatening 
Possibly Non.Threatening 

Threatening 

Beh?vior 

Closed-ended -.12 .09 .002 
(417) (558) (761) 

Open-ended .12 .01 -.02 
(285) (121) (968) 

Attitudes 

Closed-ended .22 .14 .17 
(102) (134) (443) 

Open-ended .16 .18 .11 
(33) (132) (106) 

Table 2.13 Mean Response Effect in Standard Deviation Units by 
Structure and Social Desirability of Answer 

··-~---· 

Possibility of Socially 
Behavior Attitudes 

Desirable Answer 
Closed-ended Open-ended Closed-ended Open·ended 

Strong possibility .13 .01 .23 (.15] 
(239) (28) (87) (5) 

Some possibility -.02 -.02 .14 .14 
(218) (203) (115) (34) 

Little or no possibility -.02 -.01 .16 .15 
(1,286) (1,076) (652) (224) 



Table 2.14 Mean Response Effect in Standard Deviation Units by Threat of Interview and Length and 
Difficulty of Question 

Behavior Attitudes 

Item 
Possibly Non- Possibly Non· 

Threatening 
Threatening Threatening 

Threatening 
Threatening Threatening 

Number of Words in Question: 
12 or less -.27 -.01 -.02 .19 .IO . [ 1 

(100) (37) (419) (42) (113) (196) 
13-22 -.05 -.06 -.04 .22 .12 .11 

(105) (212) (144) (48) (133) (129) 
23-32 -.02 [.003] .01 .16 .13 .13 

(97) (19) (52) (23) (28) (84) 
33 or more -.003 .05 .00 [.28) .09 .09 

(93) (113) (437) (8) (46) (46) 

Average Word Length of Question: 
3 letters or less [.04] [.02] .17 [.33] .11 .12 

(15) (13) (26) (IO) (38) (40) 
4 letters -.04 -.03 -.02 .17 .11 .09 

(250) (278) (626) (38) (140) (241) 
~ 5 letters -.14 .02 .03 .19 .10 .15 

(130) (35) (270) (60) (123) (148) "' ;>;--

6 letters or more [-.77) .004 -.01 [.27] [. ll] .08 ~ (8) (64) (88) (13) (19) (27) .... 
i:i' 
~ 
- .j:o.. ~ 'O 
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questions. There is a -.27 average response effect for behavioral 
items if there are 12 words or less in the question but a zero 
response effect if there are 33 words or more. Thus, for threatening 
behavioral questions the accuracy of the response is improved by 
increasing the number of words in the question. Just the reverse 
is true for attitudinal questions, where the response effect increases 
as the number of words in the question increases. For questions 
with 12 words or less, the average response effect is .19 compared 
to .28 for questions with 33 words or more. 

The number of letters per word in the question is used as a crude 
indicator of the difficulty of the question (Table 2.14). There is 
no consistent effect from this variable for attitudinal items. There 
are large effects for either very short or very long words, but these 
findings are based on a small number of cases and may not be reli­
able. For threatening behavioral questions, the average response 
effect ranges from -.04 if the word length is four letters to -.14 
if the word length is five letters (and to . 77 if one wishes to 
include the small number of cases with six or more letters). Evi­
dently, increasing the difficulty of the words in the question in­
creases the threat of the question. This conclusion is based on a 
comparison of studies that differ in many respects and the results 
may be an artifact of these differences, but it would be useful to 
test this conclusion in a carefully controlled experiment. 

If the subject matter of an interview is threatening, one would 
expect the greatest threat to occur at the beginning of the interview, 
with threat diminishing as the interview progresses and rapport is 
established between the interviewer and respondent. The limited 
data in Table 2.15 support this hypothesis. There is a -.21 aver­
age response for behavioral questions placed early in threatening 
interviews and a +.21 average response effect for questions placed 
late in threatening interviews. This difference suggests that the best 
responses for threatening behavioral questions would be obtained 
in the middle of the interview. For threatening attitudinal questions, 
the response effect increases from an average of .01 early in the 
interview to .28 late in the interview. There are small increases for 
non-threatening attitudinal questions as the interview progresses, 
but no differences for non-threatening behavioral items. 
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Although Chapter 4 presents a detailed discussion of the char­
acteristics of interviewers and respondents with regard to response 
effects for attitudinal questions, we would like to mention briefly 
some findings regarding the interaction between threatening ques­
tions and respondent and interviewer characteristics for behavioral 
questions. The results presented in Tables 2.16 and 2.17 show 
that young respondents and interviewers are most affected by 
threatening behavioral questions. For non-threatening questions, 
the differences become small and mixed. There is a 19 mean 
response effect for those under 25 years of age and for those with 
13-15 years of school (that is, college students). Response effects 
tend to be negative for male respondents and positive for female 
(Table 2.16). The mean response effect for interviewers under 25 
years of age on threatening questions is - .48, compared to - .02 
for older interviewers (Table 2.17). For threatening questions, the 

Table 2.15 Mean Response Effect in Standard Deviation Units by 
Threat of Interview and Position of Question in Questionnaire 

Position in 
Threatening Possibly Threatening Non-Threatening Questionnaire 

Behavior 

Early -.21 .02 .OJ 
(65) (67) (450) 

Middle -.02 -.04 -.004 
(106) (214) (198) 

Late .21 -.05 -.001 
(142) (64) (236) 

Attitudes 

Early .01 .12 .07 
(48) (138) (79) 

Middle [.15) .11 .l 0 
(11) (34) (44) 

Late [.28) .15 .13 
(12) (22) (72) 
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mean response effect is negative for males (-.10) and positive for 
females ( .11 ) . Again, for non-threatening questions, there are no 
differences by age or sex of interviewer or respondent. 

These results serve to warn against the uncritical generalization 
from college students to the general population on threatening 
behavioral issues. It should also be noted that several of the studies 
of college students involve the establishment of a threatening situa­
tion by use of deception in laboratory experiments. For example, 
in Sarason's studies (700) of serial learning of nonsense syllables 
using a Hull-type memory drum, a random half of his subjects 
received the following instructions: 

Table 2.16 Mean Response Effect in Standard Deviation Units by 
Threat of Interview and Characteristics of Respondent (Behavioral 
Items Only) 

Characteristics of Threatening Possibly Threatening Non-Threatening Respondent 

Age: 
Under 25 -.19 .07 .02 

(130) (60) (649) 
25-34 .28 .15 .04 

(107) (48) (146) 
35-44 -.11 .05 -.01 

(31) (160) (357) 
45-54 -.03 .06 .01 

(28) (60) (101) 
55-64 -.09 -.07 [-.24] 

(31) (21) (12) 
65 and over -.07 [-.11] 

(26) (19) 
Sex: 

Male -.08 .032 -.02 
(310) (95) (632) 

Female .08 .031 .03 
(266) (100) (719) 

Years of Education: 
8 or less -.04 [-.02] .06 

(44) (14) (174) 
9-12 [.004] .06 -.04 

(19) (22) (215) 
13-15 -.19 -.03 -.01 

(122) (42) (377) 
16 or more [.06] -.01 

(14) (73) . 
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You seem to be having trouble with your test. Is anything wrong? Can 
you see the syllables clearly? How do you feel? You've been doing 
much worse than the other people who have worked on this task. In 
fact, yours is one of the lowest scores I've gotten so far, and you are one 
of the few people I've had who has not reached the college level on this 
test. That's why I asked if anything was the matter. You've only gotten 

right. Usually people get that many right in half the time it's 
taken you. 

In the college laboratory situation where the subjects are a captive 
audience, the level of threat can be increased and can have a large 
effect on responses, particularly in learning experiments. On the 
other hand, there is a limit to the level of threat possible in inter­
views administered in the home. If the threat level is too high, the 
effect is the respondent's refusal to cooperate at all rather than a 
response effect. 

SALIENCY AND SELF-PRESENTATION 
Let us next consider the interrelationship between the saliency 

of the question and the two variables relating to the problems of 
self-presentation. It is evident from the mean effects given previ­
ously in Table 2.1, that for attitudinal items, saliency and self-pres-

Table 2.17 Mean Response Effect by Threat of Interview and Age 
and Sex of Interviewer (Behavioral Items Only) 

Age and Sell of 
Threatening Possibly Threatening Non-Threatening Interviewer 

Age: 
Under 25 -.48 -.06 -.02 

(58) (55) (321) 
25-34 -.02 .11 -.004 

(24) (62) (67) 
35-44 -.01 [-.031] 

(24) (11) 

Sex: 
Male -.10 -.04 -.01 · 

(164) (20) (484) 
Female .11 -.001 .01 

(143) (178) (362) 
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entation variables operate in opposite directions of response effect. 
It is probable that there is also an interrelationship between these 
two variables. It seems likely that items that are high in threat 
would also be highly salient, and although it is less clear, it ·is 
likely that there would be some relationship between saliency and 
social desirability. If this is true, the variables might be masking 
each other's effects. Controlling for both saliency and threat, we 
see in Table 2.18 that the response effect is .22 for attitudinal ques­
tions that are both threatening and non-salient, while the response 
effect is only .13 for items that are salient but not threatening. 
Note, however, that the case base for "threatening but not salient" 
is rather small and is based mainly on laboratory experiments in 
schools where a threatening situation is established and where the 
task is of little intrinsic interest to the subject. For behavioral items, 
there is a .05 average response effect for questions that are both 
salient and threatening, but no sizable effect otherwise. 

Some data presented in Table 2.18 are based on small samples, 
but they indicate that threat and the possibility of a socially desira­
ble answer combine in response effects for attitudinal questions. 
There is a .32 mean response effect for items that both threaten 
the respondent and present a socially desirable answer. For all 
other combinations, the response effect is only about half as large. 
For behavioral questions, there is also a strong response effect 
( - .25) for items that are threatening and present a socially desira­
ble answer. For non-threatening items where no socially desirable 
answer is possible, the response effect is -.01. 

We should note the effects for the combination of threatening 
questions with the strong possibility of a socially desirable answer 
for both behavioral and attitudinal data, because they are consider­
ably larger than the effects we have discussed so far. They indicate, 
as we suggested earlier, that the really strong response effects are 
most likely to be found in a combination of variables that act in 
the same direction. 

TOPIC Of STUDY 

Differential response effects are found for different topics 
studied, regardless of the conditions of the interview. These effects 
are probably related to variables such as threat, social desirability, 



Table 2.1 B Mean Response Effect in Standard Deviation Units by Threat, Saliency of Interview, and Possibility 
of Socially Desirable Answer 

Behavior Attitudes 

Item Possibly Possibly 
Threatening 

Th_reatening 
Non-Threatening Threatening Threatening 

Non-Threatening 

Saliency of Interview: 
Salient -.05 .21 .01 .18 .12 .13 

(611) (266) (697) (97) (162) (271) 
Possibly salient .02 -.02 .00 (.36] .13 .15 

(218) (358) (284) (IO) (79) (118) 
Not salient .00 .02 .01 .22 .22 .19 

(63) (188) (1,388) (34) (238) (313) 

Possibility of a Socially 
Desirable Answer: 
Strong possibility -.25 .44 .004 [.32J .24 .11 

(128) (138) (30) (17) (55) (24) 
Some possibility -.05 -.03 -.003 [.15] .13 .15 

(133) (197) (136) (15) (97) (56) 
Little or no possibility -.03 -.01 -.01 .19 .17 .16 

(576) (455) (2,163) (109) (322) (604) 
~ 
"'" 
~ 
1:) .... 
15· 
;::,... 
~ lJi 
"' lJi 
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and memory factors. Table 2.19 presents response effects in stand­
ard deviation units by subject of study. Here, for general infor­
mation, we summarize these effects. We shall present a detailed 
discussion of memory factors in Chapter 3. 

V oting.-The largest response effect in Table 2.19 is seen for 
studies of voting behavior where there is an average .41 effect. The 
size of the response effect is due both to the social desirability of 
voting and to the length of the recall period (some questions on the 
coded studies asked about voting behavior in the previous five 
years). 

Financial.-In general, financial data on income and insurance 
are pretty well reported, although there are some small understate­
ments of income from sources other than wages and salaries. Bank 
account holdings are understated, but these effects are balanced in 
the overall results in Table 2.19 by understatements in reporting 
the level of debt. 

Both for savings accounts and for debt, the major source of 
response effect is failure to report at all. Lansing, Ginsberg, and 

Table 2.19 Response Effect in Standard Deviation Units by Subject 
of Study 

Subject of Study Mean RE <T N 

Behavior: 
Financial .01 .28 456 
Medical -.01 .64 1,027 
Household expenditures: 

Large .07 1.08 172 
Small .02 .27 363 

Media -.01 .28 195 
Demographic .004 .17 277 
Social behavior -.03 .54 650 
Voting .41 .25 125 

Attitudes: 
Foreign policy .12 .15 86 
National policy .12 .20 128 
Local policy .12 .14 250 
Race .14 .12 321 
Sex and family .15 .19 276 
Personality .33 .41 225 
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Braaten ( 462) indicate that 24 per cent of the respondents in one 
study failed to report savings accounts and that 24 per cent in a 
different study failed to report car debts. The use of financial rec­
ords such as income tax returns, checkbooks, and bank books 
reduces memory error on exact amounts if the account or debt is 
reported. The use of repeated interviews increases the accuracy of 
financial reporting by reducing the percentage failing to report. 

M edical.-The results presented in Table 2.19 conceal the level 
of underreporting of medical problems because several of the stud­
ies compare alternative techniques for data collection without vali­
dating from outside sources. In general, there is only slight under­
reporting of hospital stays overnight or longer. Studies from the 
National Health Survey (830) indicate that 10 per cent of a sample 
of hospital stays selected from hospital records are not reported in 
an interview. The net underreporting is lower in this study since 
there is some overreporting due to telescoping effects. 

In another National Health Survey study (832), 10 per cent of 
the number of physician visits for chronic ailments are also under­
reported. However, if all physician visits are measured (for exam­
ple, visits for check-ups, short-term respiratory infections), then 
only 64 per cent are reported in an interview ( 832). Telescoping 
effects are not measured in this study, so the net underreporting 
may be more than 36 per cent. 

The negative response effect is even larger ( - .50 or more) if one 
attempts to compare physician records of conditions with respond­
ent answers in an interview. Not all of this is response effect, since 
the doctor may not always inform the patient of the condition or 
the patient may not understand what the doctor is saying. Condi­
tions most likely to be reported are those that are severe, costly, 
and require treatment. Recent effects of the condition, such as pain, 
emotional stress, days in bed, and visits to the doctor, are more 
important than routine medication or restrictions in diet. 

Household expenditures.-Both large and small household ex­
penditures are overreported on recall surveys, primarily due to tele­
scoping effects. (The use of bounded recall procedures to eliminate 
telescoping is discussed in Chapter 3.) The effects are smaller since 
the presence of the item in the home acts as a reminder. This also 
explains why there is a larger positive effect for large items than 
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for small items. The larger items are less likely to be forgotten be­
cause they cost more and are more visible in the home. 

Media.-Since reading is consider.ed a more socially desirable 
activity than watching television, we would expect that respondents 
on recall surveys would show a slight tendency to overstate the 
reading of magazines or newspapers and understate the total hours 
spent watching television. There is not much evidence that respond­
ents report receiving or reading magazines or newspapers that they 
never read; rather, telescoping effects occur and there is an over­
statement by those respondents who read a magazine or newspaper 
occasionally. In television measurement, the reverse occurs, and 
the few programs watched are likely to be forgotten in a recall 
interview. Television measurement studies currently avoid recall 
techniques and use either diaries or electrical measurement devices. 
Accurate readership studies focus on the respondents' attitudes 
toward the contents of a specific issue of a magazine to reduce the 
tendency to overstate reading. The results for media studies pre­
sented in Table 2.19 are not very revealing since they are based on 
comparisons of alternative techniques for data collection and not 
on outside validating information. 

Demographic.-Several careful studies, particularly those by the 
U.S. Bureau of the Census, have indicated that there are very small 
or zero net response effects for items such as age, education, house­
hold composition, and occupation of household members. Most of 
these studies have involved reinterviews using more careful pro­
cedures and more highly-trained interviewers, and have also used 
record checks. There is a serious underestimation of the number 
of young black men who are not heads of families in the Census 
studies. This may be mainly due to the fact that, for a number of 
reasons, they are not included in any household listing. The mean 
effect for demographic characteristics is .004 in Table 2.19 and 
the standard deviation is the smallest of those for behavioral infor­
mation, indicating that the distribution is heavily concentrated 
around zero. 

Social behavior.-Most questions relating to social or antisocial 
behavior are either threatening or have a socially desirable answer. 
Since some of these questions tend to elicit overreporting and others 
underreporting, the average response effect tends toward zero 
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( - .03) when all studies are combined. Most of these studies were 
discussed earlier in the section dealing with effects due to problems 
of self-presentation. 

Attitudes.-The results for questions dealing with race and with 
sex and family presented in Table 2.19 suggest that these questions 
elicit stronger general responses than do questions dealing with 
foreign, national, or local policy. The largest response effect is seen 
for personality studies, which include the psychological experiments 
with students using deception that have already been discussed, but 
also include studies of psychological well-being or mental illness. In 
the latter studies, the most important variables are the threat of 
the question and the possibility of a socially desirable answer. As 
an example, Phillips and Clancy ( 618) asked respondents to rate 
the degree of desirability of 22 items on a nine-point scale. The scale 
included such items as: "Do you feel somewhat apart or alone even 
among friends?" "Do you have personal worries that get you down 
physically?" and "Do you ever have trouble in getting to sleep or 
staying asleep?" Respondents were then grouped into three cate­
gories depending on how desirable they found the items to be. The 
results given in Table 2.20 indicate that respondents who see the 
items as relatively more desirable are much more likely to admit 
to them. 

Conditions of the interview.-It is interesting to note in the 
results reported in Table 2.21 that medical and social behavior are 
better reported in the home than outside the home. Since both of 
these topics are threatening, this is not surprising. It may also reflect 

Table 2.20 Symptom Scores on 22-ltem Screening Instrument by 
Social Desirability of Items 

Item 

Per cent with 4+ symptoms 
Mean number of symptoms (per cent) 

7.7 
0.8 

Item Desirobility 

22.0 
2.6 

37.l 
3.4 

Source: Phillips and Cloney (618). Reprinted by permission of the American Sociolagicol 
Association. 
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the fact that the home interviews were face-to-face, while those out­
side the home were self-administered. Results based on small sam­
ples indicate that attitudes toward racial issues are most strongly 
expressed in the home, while attitudes toward sex are expressed 
most strongly outside the home. 

Structure and position of questions.-Table 2.22 gives the re­
sponse effects by topic of study for closed-ended and open-ended 
questions and for position of question. Financial data response 
effects are larger on closed-ended than on open-ended questions, 
as are reports on media usage. Open-ended questions yield larger 
response effects on medical and demographic data. The results are 
mixed for household expenditures, while the -.13 mean response 
effect on closed questions dealing with social behavior is a function 
primarily of these questions being on self-administered question­
naires. Response effects for attitudes both on racial matters and 
on sex and the family are higher on closed-ended than on open­
ended questions. 

The results presented in Table 2.22 indicate that, whenever 
possible, media usage and demographic questions should be placed 
at the front of the questionnaire. Financial and medical data are 
best reported in the middle of the questionnaire; household expen­
ditures are best reported at the end. These results are in line with 

Table 2.21 Mean Response Effect in Standard Deviation Units by 
Condition of Interview and Subject of Study 

Behavior 
Subject of Study 

In Home Out of Home 

Medical behavior .15 -.30 
(229) (69) 

Social behavior -.003 -.27 

Attitudes toward 
race 

Attitudes toward 
sex and family 

(419) (109) 

Attitude$ 

In Home 

[.2 l] 
(14) 

.11 
(63) 

Out of Home 

.14 
(84) 

.35 
(29) 



Tab1e 2.22 Mean Response Effect in Standard Deviation Units by Structure and Position of Question and 
Subject of Study 

Structure of Question 
Subject of Study 

Closed-ended Open-ended 

Financial .05 -.02 
(193) (113) 

Medical .05 .14 
(617) (215) 

Household cxDenditures: 

Large -.07 -.04 
(64) (65) 

Small .03 -.03 
(166) (100) 

Media usage .02 -.10 
(126) (35) 

Demographic -.06 .03 
(70) (85) 

Social behavior -.13 -.001 
(171) (453) 

Attitudes on race .11 .09 
(166) (21) 

Attitudes on sex and family .19 .08 
(174) (64) 

Position of Question in Questionnaire 

Early 

Behovior 

[-.04] 

14 

[-.26] 

.00 

.06 

(18) 

(137) 

(19) 

(96) 

(24) 

Attitudes 

Middle 

-.01 
(70) 

-.04 
(274) 

-.04 

[.003] 

.07 

(56) 

(6) 

(32) 

Lote 

-.03 
(117) 

.36 
(87) 

.002 

-.05 

-.03 

(36) 

(34) 

(25) 

~ 
;>;-

~ .., 
is· 
<::I" 

ii>' °' "' ..... 
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the current procedures, which place less threatening questions early 
in the interview to give the respondent time to "warm up." 

SUBJECT OF REPORT 
One would expect the respondent to report more accurately 

about his own behavior than about that of other household mem­
bers, and this is confirmed by the data presented in Table 2.23. 
What may be surprising is that, in general, reports about other 
household members are only slightly lower in response effect than 
are reports about self. Thus, on one of the studies of hospitalization 
discussed above ( 830), the respondent reporting about himself 
omitted 7 per cent of hospitalization episodes, while the respondent 
reporting on other household members omitted 14 per cent of the 
episodes. Similarly, in a study by Sudman and Ferber,1 individual 
self-reports on clothing purchases were about 15 per cent higher 
than reports for other household members for a three-month recall. 
For longer time periods the differences were even smaller, averag­
ing about 5 per cent. In the same study, reports by both husbands 
and wives about household furnishings did not differ from reports 
by wives only. Demographic information about other household 
members was reported with a high degree of accuracy. 

Considering the cost savings relative to the response effects, col­
lecting behavioral data from one household member about others 
in the household is a reasonable method, particularly for important 
behavior. For minor purchases, such as lunches or snacks, or 
phonograph records or tapes, however, reports by the housewife 

1 Seymour Sudman and Robert Ferber, Experiments in Obtaining Con­
sumer Expenditures in Durable Goods by Recall Procedures (Urbana: Survey 
Research Laboratory, University of Illinois, 1970). 

Table 2.23 Mean Response Effect in Standard Deviation Units by 
Subject of Report (Behavioral Items Only) 

Subject of Report 

Self 
Household 
Other household members 

Meon RE 

.02 

.04 
-.01 

(f 

.50 

.84 

.29 

N 

2,104 
816 
563 
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about her husband and children will be substantially underreported. 
One wonders whether household informants can report the atti­
tudes of other household members reliably; to our knowledge, this 
has not yet been studied. 

Threat and possibility of a socially desirable answer.-It has 
already been demonstrated that threat and the possibility of a 
socially desirable answer can have important response effects. The 
results in Table 2.24 indicate, however, that these effects are not 
found when individuals report about other household members. 
Thus, one might surmise that in some special situations when one 
is attempting to determine attitudes, the data from a household 
informant about others in the household may be more useful than 
direct self-reports about attitude. For behavioral data, however, 
self-reports are still a little better than informant reports. 

Although there appear to be differences between reports about 
self and reports about household matters, these are due to the dif-

Table 2.24 Mean Response Effect in Standard Deviation Units by 
Subject of Report and Threat of Interview and Possibility of Socially 
Desirable Answer (Behavioral Items Only) 

Subject of Report 

Item Other 
Self Household Household 

Members 

Threat: 
Threatening -.10 .I 4 -.02 

(540) (187) (138) 
Possibly threatening .18 -.04 -.02 

(388) (274) (121) 
Non-threatening .02 .04 -.001 

(1,160) (355) (304) 

Socially Desirable Answer 
Possible: 
Strong possibility .13 [-.18] -.02 

(244) (10) (36) 
Some possibility -.03 -.09 .03 

(291) (80) (94) 
Little or no possibility .01 .01 -.02 

(l,528) (659) (432) 
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ferences in topics studied. For both types of reports, however, there 
are response effects of about the same magnitude due to the threat 
of the questions. While most of the threatening questions about 
households deal with financial matters (loans, welfare payments, 
income), there is an interesting study by McCord and McCord 
(532) that concerns parental attitudes toward their children. 
McCord and McCord found that interviews revealed less active 
rejection of sons than did observation procedures, and that boys 
showed less negative attitudes toward their parents on interviews 
than were observed. These results are given in Table 2.25. 

Table 2.25 Parents' Attitudes toward Their Sons and Boys' Attitudes 
toward Their Parents (Per Cent) 

Item 

Attitudes toward Son.-a 
Warm 
Passive 
Rejecting 

Son's Attitudes toward Parents:b 
Favorable 
Unfavorable 

Observation Interview 
Group Group 

(N= 250) (N=241) 

Mother 

50 46 
32 44 
18 IO 

Observation Interview 
Group Group 

(N=220) (N=208) 

Attitude toward Mother 

82 
18 

91 
9 

Observation Interview 
Group Group 

(N=216) (N=210) 

Father 
------··---

30 32 
46 55 
24 13 

Observation Interview 
Group Group 

(N=203) (N=187) 

Attitude toward Father 
--···-------

59 
41 

74 
26 

a \\Warm" parents evidenced active affection for their children throogh open approval and 
pleosure in being with them; ''passive11 parents had little intera<;tion with their sons olthough 
they may have been concerned for their welfarei nre[ecting11 parents apenly demon.stroted 
their dislike for their offspring. Agreement of two independent raters on a random sample 
of the observation group was 83 per cent for the mothers.1 and 77 per cent for the fothers' 
attitudes; on a random sample of the interview group, agreement wos 84 per cent for the 
mothers' and 76 per cent for the fathers' attitudes. 

b The boy's attitude toward his parent was considered nfavorable" H there was some 
evidence of general approval and nunfavoroble" if the boy appeared to fear, disapprove1 

or disdoin his porent. tnterroter agreement for the obs.ervation group was 93 per cent for 
attitude toward mother and 80 per t:ent toward father. For the intervjew group, interroter 
agreement was. 88 per cent toward mother and 96 per cent toword father~ 

Source: McCord and McCord (532). Reprinted by permission, @: Society for Reseorch and 
Child Development. 
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Sex and education of respondent.-The major discussion of 
differences due to the sex of the respondent appears in Chapter 4. 
Here the reader may note that although there are differences be­
tween men and women reporting about themselves and other house­
hold members, there are no differences when they report about the 
household (Table 2.26). This non-finding supports the widely used 
practice of obtaining household information from any knowledge­
able adult in the household regardless of sex. 

Looking at years of education, the major response effect is for 
reports about self. Students in college are no different from other 
respondents when reporting about their households and other 
household members. In the school situation, it appears that only 
questions about self are threatening. 

SUMMARY 

How the interview is conducted has important implications on 
response effect. Differences between self-administered and face-to-

Table 2.26 Mean Response Effect in Standard Deviation Units by 
Subject of Report and Respondent Characteristics (Behavioral Items 
Only) 

Subject of Report 

Respondent Characteristic• Other 
Self Household Household 

Member 

Sex: 
Male -.06 .09 -.04 

(518) (112) (193) 
Female .05 .09 .04 

(461) (187) (198) 

Years of Education: 
8 or less .08 [-.05] -.02 

(112) (9) (26) 
9-12 .02 .02 .01 

(109) (30) (68) 
13-15 -.08 .03 (-.04] 

(306) (30) (10) 
16 or more .002 -.02 

(39) (42) 
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face interviews are particularly important. Many but not all of the 
differences between surveys conducted inside and outside the home 
are explained by the method of administration employed. 

If the topic is threatening, more complete reporting may be 
obtained from self-administered rather than personal interviews. 
Self-administered forms may also be used for highly threatening 
questions dealing with possibly illegal behavior where anonymity 
is required. Where a socially desirable answer is possible on atti­
tudinal questions, there is a greater tendency to conform on per­
sonal interviews than on self-administered questionnaires. 

Large response effects are observed when college students, par­
ticularly males, are respondents or interviewers. The effects are 
particularly large in laboratory situations where there is a deliberate 
attempt to deceive the respondent. ' 

Threat and saliency operate in opposite dfrections on response 
effect: the higher the threat, the greater the response effect, but 
the higher the saliency, the lower the response effect. The largest 
effects are seen, therefore, where threat is high and saliency is low. 
For threatening topics or for questions containing a socially desira­
ble answer, the results suggest that closed-ended questions increase 
the threat and, therefore, the response effect. Open-ended questions 
are preferable in this situation, but may not always be feasible. 

Finally, reports about other household members are only slightly 
less accurate than self-reports for important behavior (such as hos­
pitalization episodes) and for demographic information. There is 
no improvement on questions relating to the household (such as 
household furnishings) if both husbands and wives respond as com­
pared to responses from the wives only. The threat of the question 
appears to influence self-reports but not reports about other house­
hold members. 
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Effects of 
Time and Memory Factors 

on Response 

INTRODUCTION 

Although psychologists have conducted many experiments on 
forgetting1 and the general shape of the memory curve is well­
known, it is useful to specify, on the basis of survey results, what 
effects time and other interviewing variables have on the memory 
of behavior. There are two kinds of memory error, which operate 
in opposite directions. The first is the omission error, where the 
respondent forgets an episode entirely, whether it is a purchase of 
a product, a trip to the doctor, a law violation, or any other act. 
The second kind of error is the compression-of-time or telescoping 
error, where an event is remembered as occurring more recently 
than it did. Thus, a respondent who reports a trip to the doctor dur­
ing the past seven days when the doctor's record shows it took place 
three weeks ago has made a telescoping error. 

The examples suggest that we are primarily concerned with 
behavioral reports that can be validated. It is possible to ask 
respondents about past and present attitudes and to compare them, 
but the results are then a mixture of actual attitude change and 
memory error that cannot be separated. 

Two principal methods have been used to improve memory: the 
use of available records, such as checkbooks or sales receipts, and 

A slightly modified version of this chapter appears in Journal of the Ameri­
can Statistical Association, 68 (1973), 805-15. 

1 Donald A. Norman, ed., Models of Human Memory (New York: Aca­
demic Press, 1970); Norman J. Slamecka, Human Leaming and Memory 
(New York: Oxford University Press, 1967). 

67 
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the use of aided recall procedures where the possible answers are 
explicitly presented to the respondent. These methods, as we shall 
demonstrate, have opposite effects on memory errors. The use of 
records generally controls for overstatements due to telescoping 
errors, but has no effect or only a small effect on errors of omis­
sion. Aided recall, on the other hand, reduces the number of events 
that are omitted, but does not reduce (and may even increase) 
telescoping effects. 

In this chapter, we attempt to quantify the effects of time on 
memory in the survey interview. A simple model is presented, based 
primarily on the experience of experimental psychologists. This 
model is then tested with real-world data. Finally, we discuss other 
characteristics of the interview, and of the respondent, that appear 
to have consistent effects on memory. These include the age of the 
respondent, whether the interview is face-to-face or self-adminis­
tered, the threat of the interview, the position of the question in 
the questionnaire, and the structure of the question. 

A SIMPLE MODEL OF THE EFFECT OF TIME 
ON MEMORY 

Since total response error due to memory is the product of omis­
sions and overstatements due to telescoping, a memory model is 
easily obtained by looking at the two component parts. 

Omissions 
A substantial literature in experimental psychology suggests that 

at least short-term and intermediate memory decays exponentially 
with time. 2 Although the same kinds of results are not available 
for long time periods, it seems reasonable to begin with a simple 
exponential model to explain the relative rate of omissions. We 
designate r 0 as the fraction of all events reported, and 1 r 0 as 
the relative error due to omissions, then: 

(1) 

where b1 determines the rapidity of decay and depends on such 

2 Wayne A. Wicklegren, "Multitrace Strengths Theory," in Models of 
Human Memory, ed. by Donald A. Norman, p. 76. 
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factors as the event's importance to the respondent, the character­
istics of the respondent, and the conditions of the interview. Hence­
forth, we will refer to this parameter as the omission parameter. 

The other parameter, a, is non-time related and depends on such 
factors as the degree of threat or social desirability of an event, or 
on the likelihood that the respondent is aware that an event has 
occu.rred. For example, regardless of forgetting, the purchase of 
alcoholic beverages is likely to be underreported because the re­
spondent may feel that the interviewer will consider the purchases 
socially undesirable; or the purchase of phonograph records will 
be underreported by a mother who is not aware of what her chil­
dren have bought. 

Telescoping 
If omission errors are not present or are corrected, it is often 

observed that the total number of events is overreported, particu­
larly for frequently occurring events. The possibility of imaginary 
events being reported is low, since details of the event are usually 
required. Thus, a recall question might ask the respondent to give 
all the purchases of milk made during the past two weeks and to 
give the brand, price, and outlet name. Typically, overreporting 
occurs because the respondent telescopes time by including pur­
chases made more than two weeks previously. 

A telescoping error occurs when the respondent misremembers 
the duration of an event. While one might imagine that errors 
would be randomly distributed around the true duration, the errors 
are primarily in the direction of remembering an event as having 
occurred more recently than it did. This is due to the respondent's 
wish to perform the task required of him. When in doubt, the 
respondent prefers to give too much information rather than too 
little. Another example of this phenomenon may be found in crop 
surveys as reported by Mahalanobis (502). He found that serious 
overstatements of amounts planted were a function of plot size; the 
smaller the plot, the greater the overstatement. The error was due 
to ambiguous boundaries. Whenever the exact location of the 
boundary was not clear, the worker would count plants as inside, 
rather than outside, the boundary. The term "border bias" is some­
times used instead of telescoping. 
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The effect of telescoping is to increase the total level of events 
reported in a more recent period. Since this effect may not be obvi­
ous to those not familiar with the phenomenon, a hypothetical 
example will illustrate the process. Suppose a recall survey is con­
ducted on February 4, 1972, asking the respondent about pur­
chases of milk during the first four weeks of January. The respond­
ent reports 20 purchases of milk during January on the following 
dates: January 5, 7, 9, 10, 11, 12, 13, 15, 16, 17, 18, 19, 21, 
24, 25, 26, 27, 28, 29, and February 1. A check of dairy records 
indicates that these purchases were actually made on December 26, 
27, 29, 31, January 4, 7, 9, 10, 12, 14, 15, 17, 18, 19, 21, 23, 
25, 26, 27, and 29. 

The user of the data obviously can do little with daily purchases, 
even if there are many households in the sample. Therefore, he 
obtains data summarized by one-, two-, three-, or four-week peri­
ods, as shown in Table 3 .1. It may be seen that in each of the peri­
ods the reported purchases exceed the actual purchases and that the 
absolute error increases with time. The relative error (Reported 
Purchases/ Actual Purchases 1) declines over time. 

In surveys that require the respondent to report purchases made 
in a given time period, the most recent time period ordinarily is 
used. Thus, for a one-week recall period, the question would usu­
ally require the respondent to recall all purchases made in the pre­
vious week or in the last seven days. Except in methodological 
studies, the recall is for one time period only. Thus, if information 
is obtained for two weeks, it is not also obtained for one and four 
weeks. 

Table 3.1 Actual and Reported Milk Purchases (Hypothetical Data) 
--··---·--

Week 
Cumulative Cumulative Absolute Relative 

Adu al Reported Error Error 

1 5 7 2 .40 
2 9 12 3 .35 
3 14 18 4 .29 
4 16 20 5 .25 
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fs there a simple model based on psychological experiments that 
can be used to describe the distribution of errors given in Table 
3.1? Although psychologists have shown an increasing interest in 
perceptions of time duration in the last several years, 3 this work 
again relates to periods of short duration. For the recall periods 
used in survey research, the most useful concept is Weber's Law, 
which suggests that errors in perception of time will be a function of 
the logarithm of the time period. Weber's Law suggests that the 
net absolute error in the reported length of the time period is log 
b2t where b2 is a factor that translates calendar time to subjective 
time; we will refer to b2 as the telescoping parameter. 

The relative error in the length of time period reported is: 

(2) 

The net relative error due to both telescoping and omissions is: 

R.E. r 0 ( 1 + rt) - 1 (3) 

Thus, in our example of milk purchases, if there were a .9 proba­
bility of a purchase being reported in the two-week period, the net 
relative error would be .9 ( 1. 35) - 1 = .22. 

It is possible for omission and telescoping errors to occur simul­
taneously during the recall process. Can anything be said about the 
relation between the omission parameter b1 and the telescoping 
parameter b2? As we shall demonstrate below, omission depends 
on the saliency of the question to the respondent: the more salient 
the event, the less likely it is to be omitted. All else being equal, 
more frequent events are more salient to the respondent, so that 
the omission rate is lower on frequently purchased nondurable 
goods than on infrequently purchased durable goods. Telescoping, 
however, appears to behave in the reverse manner: the more fre­
quent the event, the greater the likelihood of confusion about dates. 

3 Paul Fraisse, The Psychology of Time (New York: Harper & Row, 
1963); Robert E. Ornstein, On the Experience of Time (Baltimore: Penguin 
Books, 1970). 
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Individual events interfere with each other during the memory 
process. This suggests that the relation between b1 and b2 is of the 
form b1b2 c (a constant that depends on the conditions of the 
interview). For the data given in the next section, the product of 
b1b2 is reasonably constant. 

It is also possible to specify the ratio between levels of reporting 
at periods t1 and t2• This is useful, since for some studies there 
may be information on levels of reporting for various time periods, 
but no outside validating information. 

(4) 

For the reader's convenience, Table 3.2 gives values of e-bit 

for various values of b ranging from .01 to 1.0 and values of t rang­
ing from 1 to 12. Table 3.3 gives the value of (log b2t) It for val­
ues of b from 1 to 10 and values oft from 1 to 12, and Table 3.4 
gives values of the ratio R ( t2 / ti) for selected values of b1, b2 , 

ti, and t2 • 

Some generalizations may be made from the model. First, the 
model implies that for long time periods there will be very substan-

Table 3.2 Values of 10oe-h1t for various values of b I and t 

b1 

.01 .05 .10 .15 .20 .25 .30 .35 .40 .45 .50 .75 1.0 

1 99 95 90 86 82 78 74 70 67 64 61 47 37 
2 98 90 82 74 67 61 55 50 45 41 37 22 14 
3 97 86 74 64 55 47 41 35 30 26 22 II 5 
4 96 82 67 55 45 37 30 25 20 17 14 5 2 
5 95 79 61 47 37 29 22 17 13 ll 8 2 l 
6 94 74 55 41 30 22 17 12 9 7 5 I 
7 93 70 50 35 25 17 12 9 6 4 3 I 
8 92 67 45 30 20 14 9 6 4 3 2 
9 91 64 41 26 17 lJ 7 4 3 2 I 

10 90 61 37 22 14 8 5 3 2 I 1 
ll 90 58 33 19 11 7 4 2 1 l 
12 89 55 30 17 9 5 3 1 1 
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Table 3.3 Values of 100 Log b2t for Various Values of b2 and t 
t 

b2 

1.5 2 2.5 3 3.5 4 5 6 7 B 9 10 

1 0 18 30 40 48 54 60 70 78 85 90 95 100 
2 15 24 30 35 39 42 45 50 54 57 60 63 65 
3 16 22 26 29 32 34 36 39 42 44 46 48 49 
4 15 18 23 25 27 28 30 33 34 36 38 39 40 
5 14 18 20 22 24 25 26 28 29 31 32 33 34 
6 12 16 16 20 21 22 23 25 26 27 28 29 30 
7 12 15 16 18 19 20 21 22 23 24 25 26 26 
8 11 13 15 15 17 18 19 20 21 22 23 23 24 
9 11 13 14 15 16 17 17 18 19 20 21 21 22 

10 10 12 13 14 15 15 16 17 18 18 19 20 20 
11 9 11 12 13 14 14 15 16 17 18 18 18 19 
12 9 10 12 12 13 14. 14 15 15 17 17 17 17 

Table 3.4 Values of lOOR(t2/t1) for Various Values of b1,b2,t1,t2 

b1 

t1=1· .05 .10 .25 .05 .10 .25 

h2 

t2= 5 2.5 10 5 2 

2 84 88 90 78 80 78 
3 74 76 70 67 67 58 
4 68 66 55 60 58 45 
5 63 59 42 56 51 34 
6 57 52 32 51 45 25 
7 53 47 24 46 40 19 
8 50 41 20 44 35 16 
9 47 37 16 41 32 12 

10 44 33 11 39 28 9 
11 42 30 10 36 25 8 
12 39 27 7 34 23 6 

a Other values of R are derived from the relation: 

R(t/tr) 
R(tjlt;) 

R(lr!ti) 
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tial omission of events, regardless of telescoping; that is, the omis­
sion rate will overpower the overreporting due to telescoping. Some 
exceptions to this model may be noted. When there are very high 
initial overstatements, such as in reports of voting, the response 
error may still be positive after many time periods. In addition, the 
model implies that there is a time other than zero when omission 
and telescoping errors balance to produce the correct level. If one 
were interested only in net level of reporting, and not the details, 
this would be an optimum period to use for recall. 

We must emphasize that this model describes recall of specific 
events. If, for example, the annual purchase of groceries was esti­
mated by talcing a one-week recall and multiplying it by 52, the 
estimate would be based on one and not 52 time periods and would 
probably be substantially overstated. 

One major issue has thus far been ignored-the units of meas­
urement for time. To some extent, this is arbitrary since changing 
time units will also change the values of the parameters b1 and b2 

in the model. For very frequent events, such as purchasing of 
groceries or eating a meal away from home, a time unit of weeks 
seems reasonable. For less frequent events, such as a visit to the 
dentist or a purchase or sale of stocks, a time unit of a month could 
be used; for purchases of a home or car, a time unit of a year might 
be appropriate. 

Illustrations of the Memory Model 
In this section, we use the model to describe memory errors in 

reporting of purchases of durable and semidurable goods. The data 
are based on an experiment by Sudman and Ferber4 using periods 
of average length of three, six, and nine months. Outside validat­
ing information was available on some purchases from a leading 
department store chain. This validating information malces it pos­
sible to estimate values of a, bi, and b2 for product types, and to 
compare the actual and observed levels of error. It is also possible 
to compare the observed values of the ratios R(ti/t2 ) for all 
purchases with the expected values based on the model. 

4 Seymour Sudman and Robert Ferber, Erperiments in Obtaining Con­
sumer Erpenditures in Durable Goods by Recall Procedures (Urbana: Sur­
vey Research Laboratory, University of Jllinois, 1970). 



75 

Time and Memory Factors 

One difficulty with the estimates is that they assume that a pur­
chase reported by a respondent but not found in store records is an 
overstatement due to telescoping. While this is partially true, some 
of the differences may be due to errors of store name or other errors 
not related to time. Thus, the estimates of telescoping rt are less 
reliable than estimates of omission errors. While omission data are 
generally satisfactory, they too present some problems. Items pur­
chased as gifts were not shown in household reports of a product 
category, but were included in the store records. This is particu­
larly troublesome for small household appliance purchases. 

Table 3.5 gives the results for three categories-furniture and 
major appliances, housewares and small appliances, and auto serv­
ice and supplies. In each case, the values of r0 and r1, the omis­
sion and telescoping effects respectively, are computed from the 
validation data, 5 and estimates are made of a, bi, and b2• Since 
there are only three points, the fitting is done visually. The observed 
relative errors taken from the validation data are compared to the 
expected relative errors computed using formula ( 3). Similarly, 
the expected ratios R(t6/t8 ) and R(t9/t3 ) are computed from 
formula ( 4), while the observed ratios are based on all reported 
data.6 

Given the measurement problems, the observed data seem to fit 
the model reasonably well. For each of the three durable and semi­
durable categories the values of b1 are in the range of .05 -.10, while 
the values of b2 are in the range of 2.5-5.0. Note that in all three 
cases the product of b1b2 = .25, confirming that b1 and b2 are 
inversely related. 

The observed ratios R(t6/t3 ) .and R(t9/t3 ) reflect not only 
omission errors but seasonal factors as well, since the Christmas 
shopping period occurred about two months before the study was 
conducted. Thus, gift items such as housewares and small appli­
ances show lower than expected ratios, while furniture, rugs, and 
draperies show a close relation between observed and expected 
ratios. 

The greatest variation in the three product groups is in the value 
of a, but these values appear reasonable based on prior knowledge 

5 Ibid., pp. 45-46 .. 
6 Ibid., pp. 10-11, 23. 



Table 3.5 Observed and Predicted Values of Relative Errors and Ratios R(t I /t2) for Furniture, ;:o 'I 
"" 0. Housewares, and Auto Supply Purchases ~ 
Cl ;:s 

ro rt R.E. Observed R.E. Expected Total Observed R(ti!t3) Observed Rct;lta) Expected 
., 
"" 

Furniture, Rugs, Draperies, and Major Appliance Purchases 
g; 
"" ~ 

3 .63 .29 
t:i 

-11 -14 111 - - ;:· 
6 .37 .23 -41 -41 73 .66 .69 

~ 
9 .28 .20 -47 -58 56 .51 .49 !>:: .... 

a .90 ..;: 

"" b1 .10 '.e ., 
b2 2.5 

Housewares and Small Appliances 

3 .30 .43 -28 -28 150 
6 .30 .24 -45 -44 77 .51 .78 
9 .25 .24 -52 -52 72 .48 .67 

a .60 
b1 .05 
b2 5.0 

Auto Supplies and Service 
----

3 .24 .47 -32 -40 47 
6 .28 .22 -48 -53 30 .64 .78 
9 .26 .10 -70 -60 29 .62 .67 

a .50 
b1 .05 
b2 5.0 
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of the products. The recall interview was conducted primarily with 
the housewife as the respondent. Many purchases of auto supplies 
and services are made by the husband or other household members, 
and the respondent is never aware of these. The value of a at .5 
suggests that only about half of all actual purchases are known to 
the respondent, although this may also be a factor of the conditions 
of the interview. As mentioned earlier, the .6 value of a for house­
wares and small appliances is due in part to the fact that many such 
items are given as gifts. Other conditions of the interview and lack 
of knowledge by the respondent also are factors. As one would 
expect, the value of a for furniture is near 1.0, since the purchase 
of a major item is known to all household members. 

The largest difference between an observed and expected value 
in Table 3.5 is found in the relative errors at t = 9 for furniture. 
The observed R.E. is -47 while the predicted R.E. is -58. We 
suspect that this is because the presence of the furniture in the 
house acts as a form of aided recall. We have no way of confirming 
this conjecture, but shall discuss aided recall later in this chapter. 

Another example comes from the important study by Neter and 
Waksberg (586-588) on the use of bounded recall procedures to 
reduce telescoping in the reporting of large and small house repairs 
and alterations. This study is discussed in detail in the next section, 
since it is an application of the use of records. From the data it is 
possible to estimate values of b1 and b2 for expenditures under 
$100 and over $100. The value of b1 is estimated from their Table 
7, which compares three-month bounded recall to one-month 
bounded recall. The value of b2 is estimated from their Table 1, 
which compares unbounded and bounded one-month recall. 

These estimates are: 

Small expenditures (under $100): b1 = .15; b2 = 4 
Large expenditures: b1 = O; b2 = 3.5 

Data are also provided on levels of reporting for unbounded 
recall for periods of one, two, and three months (588, Appendix 
Table E, p. 52). From these results one can compute R(t2/t1 ) and 
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R(t3/t1 ) and compare to the expected values based on the model: 

R(t21t1 ) 

R(t3/t 1) 

Small Expenditures 

Observed 
73 
55 

Expected 
78 
63 

Large Expenditures 

Observed Expected 
87 92 
88 87 

The fit is reasonable and adds to our confidence in the model. It 
should be noted, however, that the number of points is limited, 
and that some of the same data are used in both fitting the parame­
ters and testing the results. 

Perhaps the most surprising result is the estimated value of zero 
for bi for large expenditures. This means that major household 
repairs or alterations are not forgotten, at least during a six-month 
period. If b 1b2 were constant, one would expect a value of b 1 .17 
for large expenditures, based on the values for small expenditures. 
As with large furniture items, we believe that the presence of the 
alteration in the house acts as a reminder to the respondent and 
inhibits forgetting. This does not insure that such expenditures 
would never be forgotten. It may mean that the natural time period 
for such expenditures is much longer than for small expenditures, 
and longer than the six-month period used in this study. 

The memory model is subject to additional tests, even if outside 
validation data are not available. Comparison of diary reports and 
recall can yield the same kinds of comparisons using matched 
groups (see Quackenbush, 634; Sudman, 791). For example, if 
one wished to test the model on recall of grocery purchases, one 
might estimate that a = 1, bi .10, and b2 = 4, based on prior 
experience. Then one would expect the following relative errors of 
recall as compared to diary reporting: 

Week: 2 3 
Relative Error: 44 19 

4 5 
13 23 

6 7 8 
32 -40 -46 

To summarize, the omission and telescoping phenomena ob­
served in surveys can be described using relatively simple functions 
derived from experimental studies of memory decay and psycho­
physical experiments of perception errors that fit Weber's Law. The 
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parameters of the functions relate subjective and objective time, 
and thus the omission and telescoping parameters are inverses of 
each other. 

RESPONSE EFFECT BY LENGTH OF RECALL PERIOD 
AND SUBJECT OF STUDY 

We now turn from our discussion of the memory model with par­
ticular examples to a general discussion of response effects related 
to time and other memory factors. The results come from the cod­
ing of the studies reported in the literature, as described in 
Chapter 1. 

As one would expect, there is a decline in response effect from 
about .04 for a one-week period to - .06 for periods longer than 
three months. Obviously, the data make more sense when also clas­
sified by subject of study, and these results are given in Table 3.6. 
The expected initial overreporting followed by declines through time 
are generally observed. The data for large and small household ex­
penditures agree fairly well with the examples given earlier. Finan­
cial data recall does not decline as sharply. This may be because 
the natural recall period is longer (quarterly or annually) or be-

Table 3.6 Response Effect in Standard Deviation Units by Length 
of Recall Period and Subject of Study 

Subject of Study 

Length of 
Large Small Recall Period 

Household Household Financial Medical Voting 
Expenditures Expenditures 

1 week or less .35 .09 
(54) (135) 

2 weeks [.16] .03 
(8) (36) 

3-4 weeks [-;31] [-.06] 
(11) (18) 

1 month .23 .06 .07 -.02 .40 
(73) (189) (143) (338) (48) 

2-3 months [-.25] .10 .01 [.35] 
(17) (135) (26) (12) 

4-12 months -.09 -.03 -.05 -.15 [.26] 
(48) (70) (45) (46) (S) 
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cause aided recall is more likely. The voting data show the initial 
effects of social desirability, and the initial overreporting of .40 only 
decreases to .26 for the period of 4-12 months. 

The results of Table 3.6 confirm (although perhaps weakly) the 
theoretical model we have developed. There is a general decline 
in response effect. The initial or early overreporting is probably a 
function of both telescoping and giving a socially desirable answer 
as in the voting studies. 

AIDED RECALL AND THE USE OF RECORDS 
Two principal methods have been used by survey researchers to 

improve respondents' memories-aided recall and records. Aided 
recall procedures attempt to stimulate memory by providing specific 
cues, such as pictures, lists, or copies of magazines. In consumer 
expenditure studies, the unaided recall question might be "What 
groceries did you buy this week?" while the aided recall question 
might be "Did you buy any presweetened cereals?" In media 
readership studies, aided recall procedures involve showing the 
respondent a list of magazines and newspapers and asking whether 
he happened to see any of them in the specified period, while the 
unaided recall question might be "What magazines did you happen 
to see this week?" 

It seems pretty clear that the use of aided recall should and does 
increase the level of reported activity (Table 3. 7). It does not 
necessarily follow, however, that aided recall will always improve 
the accuracy of reporting. Although aided recall may reduce omis­
sions, it may increase, or at least not decrease, telescoping effects 
and may thus lead to net overreporting. 

It is often difficult to determine from reading reports of past 
studies whether aided recall procedures have been used. One possi­
ble surrogate for aided recall might be the use of structured closed­
ended questions that prod the respondent's memory. The results 
in Table 3.7, however, indicate no overall difference between 
closed-ended and open-ended questions. Some additional discus­
sion of open-ended and closed-ended questions is found later in this 
chapter in the section dealing with the conditions of the interview. 

If the respondent refers to available records, however, we find 
that effects occur that are just the reverse of the effects produced 
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by aided recall (Table 3. 7) . Telescoping effects are eliminated if 
a record is available, since the date of the event is on the record. 
There will also be some decrease in omissions, but this decrease will 
generally be smaller. On the average, the use of records reduces 
response by approximately 10 per cent, while aided recall increases 
response by the same percentage. 

We do not mean to suggest that the level of reported events is 
the only factor to consider. The use of records gives substantially 
more reliable information about the details of the event, such as 
the price of a purchase and the place where the purchase was 
made. A study by Horn (376) in the Netherlands, for example, 
indicated that 4 7 per cent of respondents who consulted records 
gave the correct balance in their savings accounts, while only 31 
per cent of respondents who did not consult records gave the 
correct balance. 

If data are threatening or if the respondent is asked to report 
on others in the household for whom he does not have complete 
information, the use of records does not improve underreporting 
and can make it worse. This is seen for medical expenditures 
(which may be considered threatening) in Table 3.8. The use of 
records improves accuracy in the reporting of financial data by 
decreasing the level of overreporting. For small household expendi-

Table 3.7 Response Effect in Standard Deviation Units by 
Availability of Records, Structure of Questions, and Aided Recall 

Average Response Effect~ 
Item 

Net Mean d N 

Records Available: 
Yes -.03 .28 896 
Uncertain .03 .24 333 
No .06 .78 939 

Structure of Questions: 
Closed-ended -.001 .42 1,750 
Open-ended .01 .64 1,376 

Recall: 
Aided .13 l.31 208 
Unaided -.02 .48 1,209 
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tures, the reverse pattern is seen-the use of records increases the 
level of reporting. These results are based on only a few observa­
tions, but they suggest that for small purchases, the reminder and 
information effects of records may be greater than the telescoping 
effects. 

Observing the effects of aided recall and the use of records sep­
arately, one naturally wonders what the effect on memory would 
be of using both techniques simultaneously. If there were no inter­
actions, the net effect would be to yield data with a response effect 
near zero. Unfortunately,. the number of cases where both have 
been used is so small that no meaningful generalizations can be 
made. Again, this seems a natural problem for controlled experi­
mentation. 

AIDED RECALL, USE OF RECORDS, AND LENGTH 
OF THE RECALL PERIOD 

Based on the model of exponential memory decay, one would 
expect that differences between aided and unaided recall procedures 
would become more important as the length of the recall period 
increases and that, similarly, differences between events where 
records are and are not available would also increase with time. 
These expectations are confirmed for availability of records (Table 
3.9), but there is insufficient data to make any generalizations 

Table 3.8 Response Effect in Standard Deviation Units by 
Availability of Records, Aided Recall, and Subject of Study 

Record• Available Recall 
Subject of Study 

Yes Uncertain No Aided Unaided 

Financial .02 .03 .14 
(149) (39) (73) 

Medical .09 .01 .12 .34 .02 
(435) (143) (259) (86) (566) 

Small household 
expenditures .09 .06 .08 [.04] .005 

(46) (95) (47) (18) (133) 
Media usage .003 .004 

(76) (57) 

' ' 
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about time and aided recall. For periods of two weeks or less, the 
average difference in response effect between events where records 
are and are not available is - .04, while for periods of more than 
three months, the average difference in response effect is -.13. 

BOUNDED RECALL PROCEDURES 

Probably the best single study of telescoping effects on memory 
was conducted by Neter and Waksberg (586-588) for the U.S. 
Census Bureau. They not only measured telescoping but also pro­
posed a procedure, bounded recall, for eliminating this type of 
error. Bounded recall procedures involve a series of interviews with 
the same panel of respondents. At the beginning of the bounded in­
terview, which is the second or later interview, the respondent is 
told about the expenditures reported during the previous inter­
view, and is then asked about additional expenditures made since 
then. The interviewer also checks the new expenditures reported 
with previous expenditures to make sure that no duplication has 
occurred. 

Both bounded and unbounded recall procedures were studied 
for periods ranging from one to six months, with different. house­
hold members designated as respondents: head, wife, joint inter­
view with head and wife, or any knowledgeable adult. No signifi­
cant differences were found in the reports of different respondents 
in a given household. Since conditioning effects due to the repeated 
interviewing make it difficult to study telescoping effects, Neter and 

Table 3.9 Response Effect in Standard Deviation Units by Length of 
Recall Period and Availability of Records 

Availability of Records 
Recall Period 

Available Uncertain Not Available 

0-2 weeks .04 .125 .08 
(176) (120) (380) 

3-13 weeks -.06 -.08 .02 
(59) (49) (55) 

14 or more weeks -.09 -.01 .03 
(430) (160) (129) 
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Waksberg give two sets of estimates in their tables, one assuming 
conditioning losses and one assuming no conditioning losses. 

Table 3.10 (based on 588, Tables 1 and 3) gives estimates of 
recall error for periods of one and six months by comparing 
bounded and unbounded recall. These results are consistent with 
the memory model presented earlier. For larger jobs, there is 

Table 3.10 Relative Differences in Household Repair Jobs and 
Expenditures Due to Recall Error, as Estimated from Unbounded and 
Bounded One- and Six-Month Recalls, by Size of Job-February 
1960-March 1961 

Per Cent Difference 
(Bounded Recall as Base) 

Standard Error of 

Household 
Per Cent Difference 

Size of Job 
Repair Jobs Expenditures 

(in Dollars) 

If No Con- If Condi- If No Con- If Condi-
Expendi-ditioning tioning ditioning tioning Job• 

LosseJ Lonas Los.se1 Losse.s. 
ture.s 

One-Month Recall: 
Total 39.7 15.4 55.2 39.1 4.0 17.0 

Under20 30.1 8.0 34.2 3.9 4.0 6.0 
Under 10 29.3 9.0 34.9 9.7 5.0 7.0 
10-19 33.0 4.7 33.5 1.4 8.0 13.0 

20-99 62.4 28.4 71.0 32.7 7.0 8.0 
20--49 52.3 19.6 56.5 17.2 8.0 9.0 
50-99 89.6 53.1 86.6 51.0 13.0 16.0 

100 and over 56.2 56.2 53.5 53.5 18.0 24.0 
100-499 61.1 61.1 76.2 76.2 20.0 26.0 
500 and over 31.4 31.4 35.6 35.6 37.0 48.0 

Six-Month Recall: 
Total 0.6 -17.9 18.8 6.5 4.0 17.0 

Under20 11.8 -26.8 2.6 -20.5 4.0 6.0 
Under 10 -20.3 -32.8 -10.8 -27.5 5.0 7.0 
10-19 15.2 - 9.~ 15.0 -15.1 8.0 13.0 

20-99 21.0 - 4.3 23.8 3.9 7.0 8.0 
20--49 17.6 - 7.6 19.8 -10.3 8.0 9.0 
50-99 30.4 5.3 28.0 3.6 13.0 16.0 

100 and over 31.8 31.8 19.5 19.5 18.0 24.0 
100-499 24.2 24.2 30.9 30.9 20.0 26.0 
500 and over 65.7 65.7 10.5 10.5 37.0 48.0 

Source: Neter and Waksberg (588). 



85 
Time and Memory Factors 

no evidence of omissions, and the telescoping effect decreases over 
the six-month period. For small repairs, the omission rate increases 
over time so that one-month bounded recall is higher than six­
month unbounded recall. 

The principal 'problem with bounded recall procedures is that 
while they correct for telescoping effects, they do not eliminate the 
errors due to omissions. This was found in the Neter-Waksberg 
study to be the case for small household repair expenditures. 

Our conclusion is that bounded recall is an extremely effective 
procedure for eliminating telescoping for major expenditures where 
b1 is near zero and where b2 is large. For smaller expenditures, 
where omissions are the most serious error, other procedures, such 
as the use of diaries, seem preferable. For example, the Census 
Bureau has been using bounded recall procedures to measure the 
number and characteristics of trips away from home. These 
bounded recall procedures should prevent telescoping of major 
trips and vacations, but should prove ineffective in reducing the 
omission rate in reports of short, minor trips. 

AGE OF RESPONDENT 

A full discussion of respondent characteristics related to response 
effects is presented in Chapter 4. Of all the respondent variables, 
however, only age is related to memory. The survey results relating 
age and memory, given in Table 3.11, are confirmed by experi­
mental studies.7 The table shows no difference in response effect for 
periods of 13 weeks or less and 14 weeks or more for respondents 
under age 55. For respondents over 55, the underreporting in­
creases from - .08 to - .16 as the time period extends to more than 
13 weeks. The availability of records, which reduces telescoping 
but not omissions, has a much larger effect on respondents over 
age 55, although this result is based on a very small number of 
observations. 

CONDITIONS OF THE INTERVIEW 

In this section we discuss briefly four conditions of the interview 
that seem to be related to memory: ( 1) whether the questionnaire 

1 Pierre Lecomte du Noiiy, Biological Time (New York: Macmillan, 
1937). 
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is administered face-to-face or self-administered, (2) the threat of 
the interview or question, ( 3) the position of the question in the 
questionnaire, and ( 4) whether closed-ended or open-ended ques­
tions are used. All of these are surrogates for the interaction be­
tween the respondent and interviewer, which cannot be measured 
directly. 

Method of Administration 
Since remembering events in the distant past can be hard work, 

one would expect that the presence of an interviewer who prompts 
and encourages the respondent would result in better memory than 
would the use of a self-administered questionnaire. Table 3.12 con­
firms this hypothesis. There is also a suggestion that, on the other 
hand, telescoping is greater for face-to-face interviews. On self­
administered questionnaires, there is a .01 response effect for a 
recall period of two weeks or less, and a - .20 effect for periods of 
14 weeks or more. For face-to-face interviews, there is a .07 effect 
for periods of two weeks or less and a - .05 effect for periods of 
14 weeks or more. 

Similarly, there is a .15 response effect for aided recall for face­
to-face interviews, and no effect for self-administered question-

Table 3.11 Response Effect in Standard Deviation Units by Age of 
Respondent and Length of Recall Period, and Availability of Records 

Age of Respondent 
Item 

Under 55 55 or Older 

Recall Period (Weeks): 
0-13 .02 -.08 

(l,203) (65) 
14 or more .02 -.16 

(498) (39) 

Records Available: 
Yes -.02 -.20 

(302) (39) 
Uncertain .05 

(191) 
No .04 [.04] 

(464) (17) 
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naires. Note that the small sample for self-administered question­
naires suggests that self-administered forms do not readily lend 
themselves to aided recall procedures. As expected, the availability 
of records affects face-to-face interviews by reducing telescoping 
effects. For self-administered forms, the results bounce around 
meaninglessly. This is partly a function of the specific studies pro­
viding the data. The self-administered studies where no records 
were available were for recall periods of more than one year. 
Nevertheless, it is more likely that available records will be used if 
an interviewer probes than if the respondent is on his own. 

Threat of the Interview or Question 
As there is no direct information on how threatening or how 

salient the interview was to the respondent, we attempted to infer 

Table 3.12 Response Effect in Standard Deviation Units by Method 
of Administration and Length of Recall Period, Aided Recall, and 
Availability of Records 

Method of Administrotion 
Item 

Face-to-Face Self-Adminislered 

Recall Period (Weeks): 
0-2 .07 .01 

(1,217) (208) 
3-13 .03 

(94) 
14 or more -.05 -.20 

(646) (68) 

Recall Aided: 
Yes .15 [.00] 

(188) (16) 
No .01 -.34 

(927) (113) 

Records Available: 
Yes -.03 -.13 

(711) (39) 
Uncertain .04 [.04] 

(272) (6) 
No .11 -.28 

(793) (114) 
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this from the subject matter of the questionnaire. Thus, this code 
duplicates, to some extent, the results for memory by subject of 
study discussed earlier. Threatening subjects were described as 
those dealing with taboo or sensitive topics: sex, drinking, crime, 
financial data, or serious illnesses. 

One would expect a priori that the greater the threat, the greater 
the number of omission errors and the more negative the response 
effect will be as the recall period increases. This is confirmed in 
Table 3.13, which shows no differences in response effect between 
threatening and non-threatening topics for recall periods of two 
weeks or less, but shows a .15 unit difference ( .18 to .03) for 
periods of 14 weeks or more. 

Aided recall has a much greater effect if the interview is threat­
ening. For threatening interviews, there is a .56 unit difference 

Table 3.13 Response Effect in Standard Deviation Units by 
Threatening Interview and Length of Recall Period, Aided Recall, and 
Availability of Records 

Threatening Interview 
Item 

Yes Possibly No 

Recall Period (Weeks): 
0-2 .01 .17 .02 

(408) (217) (1,323) 
3-13 -.01 .08 -.12 

(68) (59) (l 15) 
14 or more -.18 -.03 -.03 

(145) (417) (220) 

Recall Aided: 
Yes .37 (-.09] -.02 

(82) (9) (117) 
No 19 -.02 .03 

(192) (433) (580) 

Records Available: 
Yes -.15 -.003 -.01 

(137) (73) (328) 
Uncertain -.02 .03 .26 

(370) (87) (238) 
No .02 .04 -.01 

(377) (173) (369) 
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between aided and unaided recall (.37 to -.19). For non-threaten­
ing interviews, the difference is only .05 units ( - .02 to .03). 

The availability of records also shows a strong effect for threat­
ening interviews, but a mixed effect or no effect for non-threaten­
ing interviews. Threatening interviews have a 15 effect if records 
are available and a .02 effect if they are not. 

The reader may wonder why we do not discuss the relation 
between saliency and memory. Theory would make one expect that 
memory would be better for highly salient items. The data relating 
saliency and memory, however, show no meaningful trends. This 
failure to confirm our theoretical expectation may be due to a lack 
of sensitivity in our saliency measure, which was based on the 
coder's subjective estimate of how salient the topic was to the 
respondent. It would certainly be possible to measure saliency 
directly by asking the respondent such questions as "How impor­
tant is this topic to you?" This is another area that needs additional 
research. 

Position of Question in the Questionnaire 
Two general, and to some extent opposing, hypotheses have been 

suggested about response effects and the position of the question 
in the questionnaire. The first hypothesis says that rapport increases 
throughout the interview so that the respondent performs his task 
better at the end than at the beginning. (This could also be ex­
plained by the respondent's greater experience.) The other view is 
that fatigue sets in, and leads to a decline in performance at the 
end of an interview. 

Table 3.14, which relates memory to the position of the question 
in the questionnaire, tends to support the first hypothesis. There is 
no evidence of any increase in omission errors as the interview 
concludes. Rather, the response bias becomes smaller as the inter­
view progresses. While there are no differences for recall periods 
of less than two weeks, for periods of 14 weeks or more, response 
bias decreases from - .15 early in the interview to - .01 late in the 
interview. These results do not indicate that fatigue could never be 
a factor. Most survey researchers have been concerned about 
fatigue, and in our search of the literature, we rarely found inter­
views that lasted longer than one and one-half hours. For inter-
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views of this length, there is no evidence of a fatigue factor, but it 
could become a serious problem in interviews lasting more than 
two hours. 

Results based on a small sample indicate that aided recall has 
no effect at the start of an interview, but has a large (.57) effect 
late in the interview. The availability of records also has a larger 
effect late in the interview than it does at the beginning. For ques­
tions late in the interview, there is a difference of .34 units ( - .04 
to .30) if records are or are not available. Early in the interview, 
the difference is .13 units ( .1 7 to - . 04) . 

Closed-ended and Open-ended Questions 
It is not clear in advance what the net effect on memory of using 

closed-ended or open-ended questions will be. Although closed-

Table 3.14 Response Effect in Standard Deviation Units by Position 
of Question in Questionnaire and Length of Recall Period, Aided Recall, 
and Availability of Records 

Position of Question in Questionnaire 

Item -···--· 
Early Middle late 

Recall Period (Weeks): 
0-2 .03 .02 -.01 

(198) (125) (194) 
3-13 -.05 -.03 

(32) (59) 
14 or more -.15 -.05 -.01 

(112) (255) (51) 

Recall Aided: 
Yes -.001 .57 

(72) (53) 
No .04 -.04 .004 

(99) (354) (181) 

Records Available: 
Yes -.17 -.04 -.04 

(102) (254) (106) 
Uncertain -.03 -.01 -.02 

(30) (89) (24) 
No -.04 -.002 .30 

(142) (46) (107) 
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ended questions, if very specific, can serve as aided recall pro­
cedures, open-ended questions with probing by the interviewer can 
obtain reports 0£ events that the respondent might exclude from a 
more specific question. The results in Table 3.15 suggest that both 
telescoping and omission errors are smaller for open-ended than 
for closed-ended questions. For closed-ended questions, there is a 
.05 response effect for recall periods of two weeks or less, and a 
-.08 response effect for periods of 14 weeks or more. For open­
ended questions, the range is from - .02 for periods of two weeks 
or less to -.03 for periods of 14 weeks or more, with an unex­
plained dip to -.09 for periods of 3-13 weeks. 

Aided recall has a much larger effect on open-ended questions, 
as one would expect, since closed-ended questions are already a 
form of aided recall. The .46 unit effect is due primarily to a large 

Table 3.15 Response Effect in Standard Deviation Units by 
Closed-ended and Open-ended Questions and Length of Recall Period, 
Aided Recall, and Availability of Records 

Type of Question 
Item 

Closed-ended Open-ended 

Recall Period (Weeks): 
0-2 .05 -.02 

(867) (597) 
3-13 -.02 -.09 

(137) (34) 
14 or more -.08 -.03 

(159) (99) 

Recall Aided: 
Yes -.01 .46 

(126) (166) 
No -.06 -.02 

(615) (303) 

Records Available: 
Yes -.07 .002 

(395) (229) 
Uncertain .05 .01 

(144) (68) 
No .07 .06 

(466) (354) 
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study of contraception by Poti, Chakraborti, and Malaker ( 624); 
but even with this study omitted the results would be the same, 
although the magnitude of the effect would be substantially reduced. 

The availability of records reduces telescoping on both open­
ended and closed-ended questions, but has a slightly larger effect 
on closed-ended questions. On open-ended questions, there is zero 
response effect if records are available, and a .06 response effect if 
they are not. For closed-ended questions, the response effect is 
- .07 if records are available, + .07 if they are not. 

SUMMARY 
Memory effects in surveys can be described by a function that 

is the product of effects due to omissions and telescoping. The 
model has the advantage of having only three parameters to fit, 
and appears to describe real-world data reasonably well. 

The use of aided recall procedures increases response effect by 
an average of about .10 units, while the use of records and bounded 
recall procedures reduces response effect by the same amount. 
Thus, records and bounded recall procedures are most appropriate 
for major events where omissions are unimportant and telescoping 
is the major source of error. Aided recall is most helpful for less 
important events and for longer recall periods when telescoping 
effects have become small. Even with aided recall, however, the 
omission rate may be very high under these conditions, and other 
methods, such as diaries, should be used. 

Among respondent characteristics, only age, as expected, is 
related to memory. The conditions of the interview that reduce 
memory error for longer recall periods are the use of face-to-face 
rather than self-administered questionnaires, questions placed at 
the end rather than the beginning of the interview, and the use of 
open-ended rather than closed-ended questions. Finally, the more 
threatening the study or question, the higher the omission rate 
will be. 



4 
The Effect of Respondent and 
Interviewer Characteristics on 

Response to Attitudinal 
Questions 

In Chapter 2 we considered a: variety of variables relating to the 
task in which the interviewer and respondent are engaged. In the 
conceptual framework outlined in Chapter l, we noted that, in 
addition to the task variables, there were reasons to expect that 
certain characteristics of interviewers, either alone or in relation to 
the characteristics of the respondent, might be sources of variance. 
The work of Katz ( 413) and the classic work of Hyman ( 3 89) and 
his associates at NORC alerted users of survey data to such possi­
bilities and demonstrated empirically that such effects exist. Since 
then many survey organizations have attempted to minimize these 
response effects by matching interviewer and respondent character­
istics whenever possible. Thus, one is told that young people should 
be interviewed only by other young people, women by women and 
men by men, and racial and ethnic groups only by interviewers of 
the same race or ethnicity. 

In this chapter, we examine the studies we have analyzed to 
determine what generalizations can be derived from the substantial 
number of studies that have investigated the effects of interviewer 
characteristics on responses. We began our analysis with the pre­
sumption that interviewer effects would be substantial. The results 
presented in this chapter, however, indicate that the picture is much 
less clear. In many cases, characteristics of respondents and inter­
viewers have no apparent effect on response; in other cases, the 
response effect depends on the special subject matter of the study; 
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even when a response effect due to interviewer and respondent 
characteristics is present, it is small in relation to the size of re­
sponse effects due to other factors. To some degree, then, the con­
centration of attention on interviewer and respondent characteris­
tics has been due more to the ready availability of this information 
rather than to the size of the response effect. 

The measure of response effect used in this chapter is the same 
as that used earlier; that is, it is a standardized score based on 
deviations from the grand mean of the samples studied. In this 
chapter we shall be discussing only attitudinal studies, for which 
there is no outside validating information; thus, observed results 
are compared to a total mean which sometimes must be constructed 
from the weighted total of the subsamples. We remind the reader 
that when dealing with attitudinal data it does not make sense to 
attach signs to the differences observed since these signs would 
depend entirely on some arbitrary ordering of answers. For a 
detailed discussion of the construction of this measure of response 
effect, the reader is referred to Chapter 1. 

Unlike behavioral data, for which a small response bias is clearly 
more desirable than a large one, it is not self-evident that a smaller 
response effect will always be more desirable for attitudinal data. 
While it might be argued that a large response effect indicates that 
some respondents are really opening up to interviewers (as in the 
case where blacks are interviewed by black rather than white inter­
viewers on attitudes toward integration), it might also be argued 
that a large response effect indicates that the respondent is giving 
the interviewer the answer he thinks the interviewer expects. For 
example, if one were considering matching the sex of the respond­
ent and the interviewer, it is uncertain whether women interviewed 
by women would be more "truthful" or less "truthful" than women 
interviewed by men. Generally, we shall refrain from making value 
judgments about the size of the response effects due to various 
combinations of characteristics. 

While this measure of response effect does not allow us to decide 
whether responses are biased or not, it does allow us to compare 
response effects for, say, race of interviewer and respondent to 
effects for sex of interviewer and respondent, and to determine 
which characteristics are more important as sources of variance. 
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The principal variables considered here are the age, sex, race, 
and education of the respondent and the age, sex, race, and educa­
tion of the interviewer. Other interviewer variables, such as social 
class, party affiliation, and experience, are discussed only briefly 
because the data are limited. Other interesting variables, such as 
religion, anxiety, conformity, and hostility, are omitted because of 
insufficient data. 

If there are separate response effects due to respondent char­
acteristics or to interviewer characteristics, then it makes sense to 
discuss interaction effects only if the observed responses differ sig­
nificantly from the sum of the separate effects. Therefore, in this 
chapter we first examine respondent characteristics and interviewer 
characteristics to see if there are any separate effects before con­
sidering the interactions between respondent and interviewer 
characteristics. 

Unfortunately, there is some possibility of confusion about the 
definition of the word "interaction." As used in this chapter, inter­
action refers to the social process that occurs during the interview 
as the interviewer and respondent carry on their respective roles 
of asking and answering questions. This interaction is not identical 
to statistical interaction found in the standard analysis of variance. 
Our data do not permit the standard ANOV A procedures, although 
they do suggest that such procedures, if they had been employed 
in the published studies, would have been most valuable. 

CHARACTERISTICS OF RESPONDENTS 

If the title of this section were interpreted broadly, it would con­
sist of a survey of most of the literature in the behavioral sciences, 
since the chief factor studied is the relationship between behavior 
and attitudes, on the one hand, and respondent characteristics on 
the other. For most surveys, respondent characteristics are the 
"true" sources of variance that we observe; other sources, such as 
task variables and interviewer characteristics, arc treated as part 
of the "error" variance. Because we thought that some of the more 
interesting response effects would show up as an interaction be­
tween interviewer and respondent characteristics rather than as a 
function of interviewer characteristics alone, we coded the respond-
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ent characteristics in studies where such information was available 
in addition to interviewer characteristics. 

The sample of studies discussed here, then, is not a representa­
tive sample of all studies that have examined variation in response 
according to respondent characteristics. Rather, the sample is 
biased to some unknown degree, toward those types of questions 
and interviewing situations which were of interest to researchers 
doing studies of interviewer effects on response. In order to set gen­
eral standards for comparing the size of response effects, we pre­
sent some basic data on average response effects by the major 
respondent characteristics. 

Certainly one would not expect any major response effects when 
summarizing over all studies except insofar as the particular sample 
of studies contains examples of questions on which there are valid 
differences according to the particular respondent characteristics. 
The results do show some differences worth discussing (Tables 
4.1 and 4.2). 

Table 4.1 Response Effect in Standard Deviation Units on Attitudinal 
Questions by Characteristics of Respondent {Average Response Effect) 

Characteristics of Respondent x <1 N 

Age: 
Under 21 .23 .32 405 
21-24 .25 .28 32 
25-34 .20 .16 41 
35--44 .17 .22 15 
45-54 .07 .07 90 
55 and over .20 .17 28 

Sex: 
Male .15 .21 167 
Female .13 .14 264 

Race: 
White .13 .19 408 
Black .17 .14 264 

Years of Education: 
8 or less .32 .32 30 
9-11 .17 .28 91 
12 .15 .12 10 
13-15 .26 .38 269 
16 or more .14 .26 91 
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Table 4.2 Mean Response Effect in Standard Deviation Units on 
Attitudinal Questions by Cross-Classification of Characteristics of 
Respondent 

Chare1c:teristics of Respondent 

Sex 

Male Female 
Age: 

Under 25 .28 .14 
(57) (200) 

25-34 [.28] [.20] 
(18) (5) 

35-44 [.07] [.08] 
(4) (10) 

45-54 .05 
(72) 

Roc:e 

White Black 
Age: 

Under 21 .13 .14 
(222) (42) 

21-24 .21 1.13] 
(20) (8) 

25-34 [.11] [.17] 
(10) (8) 

35-44 [.16] [.16] 
(6) (6) 

45-54 [.18] [.11] 
(8) (8) 

55 and over [.28] [.06] 
(8) (8) 

Years of Education; 
8 or less .36 [.24] 

(22) (7) 
9-11 .20 .16 

(35) (43) 
12 [.14] 

(5) 
13-15 .08 

(123) 
16 or more .12 

(85) 

Years of Education 

8 or Less 9-12 13-15 16 or More 
Age: 

Under 25 .32 .15 .25 
(26) (83) (242) 

25-44 [.08] [.34] [.42] 
(5) (14) (17) 

45-54 .05 
(72) 
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Table 4.1, which gives the distribution of response effects as 
well as the mean and standard deviation for age, sex, race, and edu­
cation of respondent, shows that the largest effect among these four 
variables is for years of education. The largest response effect of .32 
is found among those with eight years or less of school. An exami­
nation of the cross-classification between education and age in 
Table 4.2 makes clear, however, that these results refer not to 
poorly-educated adults but to children who are still in school. 
Similarly, the next largest response effect of .25 is for those under 
25 years of age with 13-15 years of school. This group consists 
almost entirely of students still in college. Thus, these response 
effects are probably due to the conditions of the interview rather 
than to the characteristics of respondents, although there is no way 
to separate out these effects. It would seem reasonable to hypothe­
size that adult respondents with less than eight years of school might 
be more subject to interviewer effects than adults with more edu­
cation, but there do not appear to be adequate data to test this 
hypothesis. 

The differences in Table 4.1 by sex, race, and age are small and 
do not indicate any general response effects. The slightly higher 
response effects for respondents age 24 and under are again a 
result of their student status. The strange dip in the 45-54 age 
group is the result of two very atypical surveys-one of physician~ 
and the other of respondents in Chile and Uruguay. 

"Don't Know" or "No Opinion" Responses 
Our coding scheme for response effects did not include "don't 

know" or "no opinion" answers, but from other published data 
we can say something about consistent differences in responses by 
respondent characteristics (Table 4.3). The data for Table 4.3 
are taken from the Public Opinion Quarterly's "The Polls" from 
1965-1971. All results taken from this source were treated alike 
since sample sizes were not given. The number of cases (N) refers 
to the number of different questions asked (a question was counted 
several times if it was asked on several different studies). 

As one might expect, the percentage of "don't know" responses 
declines as education increases. Smaller increases in "don't know" 
responses are also observed with increasing age; some of this is 



Table 4.3 Mean Percentage of "Don't Know" and "No Opinion,, Answers on Attitudinal Questions by 
Characteristics of Respondent 

Education Age Sex 

Subject 
High Grade Under 50 or 

College 
School School N 30 30-49 

More N Male Female N 

~ 
Free speech (34;3) 3.4 3.9 8.9 14 5.0 4.9 6.4 8 3.6 5.4 13 'I> 

{; 
Capital punishment (34;2) 7.8 10.8 11.6 5 7.4 9.2 9.6 5 7.6 11.9 16 c 
Vietnam war (34;1) 6.4 9.4 15.8 32 8.1 11.7 15.3 15 9.2 15.8 16 ::s 

$:).. 
Middle East (33;4) 19.5 31.1 40.9 15 19.3 21.3 23.7 3 13.0 22.5 4 'I> 

;:s 
Racial problems (32;3,4) 10.7 11.9 17.1 15 10.6 12.4 14.9 15 12.4 15.8 8 .... 
Civil rights demonstrations (31 ;4) 5.3 8.3 12.3 6 10.0 9.0 11.0 3 10.5 13.8 4 

$::> 
;:s 

Birth control (31;2 and 30;3) 8.8 13.2 21.7 15 10.9 14.8 20.7 15 17.5 14.7 17 $:).. 

Morality (30;4) 2.0 5.0 8.5 2 3.0 5.0 7.5 2 9.1 7.7 15 ~ 
Religion (29; 1) 10.2 11.2 10.8 4 4.4 4.4 4.8 5 11.l 8.9 8 ~ .... 
Cancer (30;2) 3.0 6.0 11.0 I 30.3 25.0 24.7 3 "<: - <;;· 
Anti-Semitism (29;4) 7.9 10.0 16.4 7 6.5 7.0 8.5 2 - 'E 
Women's role (35;2) 8.7 12.3 - 11.0 11.8 43 "' - - - .... 

All subjects - - 18.5 116 9.9 11.6 14.6 76 10.4 12.0 144 Q. 
$::> 

Source: Public Opinion Quorlerly; numbers within parentheses indicate vol\Jme and number. rl 
"' .... 
"' .... 
E: 
-· '° ~ '° 
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probably a function of the correlation between age and education. 
Perhaps the most interesting differences in Table 4.3 are found 

between males and females (although they are the smallest) . 
Again, some of this may be due to differences in education level, 
although on some topics, such as birth control, the percentage of 
"don't know" answers is higher for men. We suggest another ex­
planation that relates to the roles played by men and women. In our 
society it is more acceptable for a woman to admit that she does 
not know than it is for a man. This is not a major difference-the 
average percentage "don't know" is 10.4 per cent for men and 12 
per cent for women-but it is found consistently except on questions 
such as birth control which are far more salient to women. 

Combinations of Characteristics 
Examining the effect of combinations of respondent character­

istics in Table 4.2, we observe differences between male and female 
respondents under age 35. For respondents under age 25, primarily 
students, the response effect for males is .28, which is double the 
effect for females. This difference indicates that male students are 
more likely to be influenced by the interviewer or the interviewing 
situation than are female students. The difference between sexes is 
smaller in the 25-34 year age group (.28 to .20), but is still in the 
same direction. The difference between sexes disappears for older 
adults, but this result is based on a very few studies. 

Most of the studies providing the data for Table 4.2 refer to 
topics that have very little saliency to respondents. An extreme 
example of this is a study by Berg and Rapaport ( 73) of student 
answers to an imaginary questionnaire in which nine sets of answers 
were provided, but no questions (Table 4.4). The instructions 
given to the subjects were: 

This is an experiment to determine how well you can guess the answers 
to questions when you do not know what the question is. The experi­
menter will call off the Roman numeral for each question, and he will 
imagine the correct answer. You are merely to circle one of the alterna­
tives in each case. Just select whatever answer enters your mind without 
trying to think heavily about it. Please do not begin until the signal is 
given. Remember, circle one alternative only. (p. 476) 
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Two sets of answer sheets were prepared to reduce order effects. 
The results, as shown in Table 4.4 (computed from Tables 1 and 
2 of the Berg-Rapaport paper) clearly indicate the presence of 
response effects and some differences by sex. These sex differences 
are not present on all questions, so it is hard to understand why 
Berg and Rapaport attribute these differences to the sex of the 

Table 4.4 Distribution of Responses to Imaginary Questionnaire 

Question Numbers Per Cent 
and 

Answer Categories Male Female 

I. Heads 52 67 
Tails 48 33 

TI. l 14 6 
2 26 28 
3 45 52 
4 15 14 

III. Yes 51 51 
Uncertain 24 23 
No 25 26 

IV. x 57 63 
y 43 37 

v. Very satisfied 11 14 
Satisfied 52 51 
Dissatisfied 25 25 
Very dissatisfied 12 10 

VI. First 40 40 
Second 30 37 
Third 30 23 

VII. True 60 70 
False 40 30 

VIII. A 21 18 
B 40 36 
c 24 31 
D 15 15 

IX. Agree 44 43 
Indifferent 27 34 
Disagree 29 23 

N (188) (186) 

Source: Berg and Ropoport (73). Reprinted by permission of The Journal Pre£S. 
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examiner rather than to the sex of respondent. In any event, there 
were no controls for examiner. For eight of the nine questions, the 
female respondents were farther from a random response than 
were the males. The reasons for these differences are unclear. 

No other combination of respondent characteristics is meaning­
fully related to response effect. The difference in Table 4.2 between 
whites and blacks with eight years of education or less is due to the 
fact that the white sample consists only of studies of elementary 
school children while the black sample consists of some studies of 
adults as well as a study of Maori children in New Zealand. 

Respondent Characteristics and Conditions 
of the Interview 

Some of the task variables discussed in Chapter 2 interact with 
respondent characteristics in causing response effect. These are: 
the threat of the question, the method of administration, the struc­
ture of the question, the length of the question, and the social 
desirability of the answer. Although the case bases become small 
in some of the tables, the results at least suggest some areas that 
need further research. 

Threat of question.-Threatening questions deal with attitudes 
toward such behavior as sex, contraception, and drinking. Among 
respondent characteristics, only sex appears to be related to the 
threat of the question. Table 4.5 indicates that the response effect 
is twice as high for women as for men if the question is threatening 
( .18 to .09) while the reverse is the case for non-threatening ques-

Table 4.5 Mean Response Effect in Standard Deviation Units on 
Attitudinal Questions by Threat of Question and Sex of Respondent 

Threat of Question 
Sex of 

Respondent 
Threatening 

Possibly Non-
Threatening Threatening 

Male [.09] .16 .15 
(9) (83) (75) 

Female .18 .15 .11 
(26) (101) (137) 
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tions (.11 to .15). It may well be that women find questions on 
sex attitudes more salient as well as more threatening than men do. 
An example of this type of question is a question from the F-scale 
used by Hyman (389) in a study of interviewer effects: "prison 
is too good for sex criminals; they should be publicly whipped or 
worse"; he found that women were more likely than men to agree 
to the question. 

Another example, reported by Benney, Riesman, and Star (68), 
is from a study of attitudes toward mental health. In this study, 
the respondent was asked to consider the behavior of a young 
woman named Betty Smith who stays in her room and shuns boys 
and parties, and to speculate about why she does this. A tabulation 
was made of responses that included sexual interpretations. The 
results indicate that women under age 40 were somewhat more 
likely to make sexual interpretations than women over age 40, 
although the differences were not large; 12 per cent of the women 
under age 40 made sex references as compared to 9 per cent of 
the rest of the sample. 

Method of administration.-As has been shown in Chapter 2, 
differences between face-to-face and self-administered interviews 
are often larger than differences due to respondent or interviewer 
characteristics. Here we consider whether there are any interactions 
between characteristics of respondents and method of administra­
tion. For interviews on attitudes administered face-to-face, there 
are no significant differences associated with respondent character­
istics. For self-administered forms, however, there are major differ­
ences by sex and race, as shown in Table 4.6. The response effect 
is .43 for males on self-administered forms compared to .24 for 
females. For whites, the response effect is .4 7 compared to .17 for 
blacks. We have no studies of attitudes that employ both face-to­
face and self-administered forms and that also provide race and 
sex information. Thus, response effects by method lack compara­
bility. It seems likely, however, that white respondents and males, 
both black and white, find self-administered questionnaires less 
inhibiting than face-to-face interviews, particularly when a socially 
desirable answer is possible. 

Structure of questions.-It was seen in Chapter 2 that closed­
ended questions that explicitly state alternatives have a higher 
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response effect than open-ended questions that allow the respond­
ent to shape his own answer. Are there characteristics of respond­
ents that interact with closed-ended questions? Table 4. 7 suggests 
that effects due to closed-ended questions are high for students, 
particularly those in elementary school, and that women are slightly 
more likely to be influenced by question structure than are men. 

Some of the sex differences may be due to different interpreta­
tions of the question, as pointed out in a study by Crutchfield and 
Gordon ( 199). They used the following closed-ended question 
during World War II: 

After the war, would you like to see many changes or r~forms made in 
the United States, or would you rather have the country remain pretty 
much the way it was before the war? 

After asking the question they probed extensively to learn how the 
question was being interpreted. The intended frame of reference 
for the question was domestic changes or reforms; about one-third 
of the respondents interpreted the question with a different frame of 
reference. Women tended more frequently than men to answer in 
terms of immediate personal conditions, immediate war conditions, 

Table 4.6 Mean Response Effect in Standard Deviation Units on 
Attitudinal Questions by Method of Administration and Sex and Race 
of Respondent 

.. ~-~ .. 

Characteristics 
Method of Administration 

of Respondent 
Face·to·Face Self-Administered 

Sex: 
Male .12 .43 

(100) (17) 
Female .13 .24 

(177) (21) 

Race: 
White .12 [.47] 

(271) (19) 
Black .15 [.17] 

(215) (12) 
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and a desirable state of affairs in general, while men answered 
mainly in terms of the intended reference. · 

Length and difficulty of question.-As we pointed out in Chapter 
2, the length of the question may influence response in two ways: 
( 1 ) the longer the question, the more difficult it may be for the 
respondent to understand it; and (2) the longer the question, the 
greater the interviewer influence and the longer the respondent 
answer will be. The results in Table 4.8 indicate that two respond­
ent characteristics, race and education, interact with question 
length. The sharpest effect is noted for race, where there are no 
differences between white and black respondents if there are 12 
words or less in the question and a difference of only .03 units if 
there are 1 7 words or less, but where there is a much larger effect 
for blacks than whites (.21 to .08) if there are 28 words or more. 
Similarly, for education, the response effect is largest for respond­
ents with a high school education or less if the number of words 
in the question is 18 or more. 

These results may illustrate what Lenski and Leggett ( 471) call 

Table 4.7 Mean Response Effect in Standard Deviation Units on 
Attitudinal Questions by Structure of Question and Sex and Education 
of Respondent 

Characteristics 
Structure af Question 

af Re•pandenl 
Closed-ended Open-ended 

Sex: 
Male .09 .17 

(101) (39) 
Female .13 .12 

(118) (31) 

Years of Education: 
8 or less (,51] [.08] 

(17) (13) 
9-12 .17 [.02] 

(94) (4) 
13-15 .24 [.18] 

(132) (91) 
16 or more .14 [.08] 

(87) (4) 
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respondent deference and what others have caUed acquiescence or 
conformity; that is, a tendency to answer "yes" to a question; partic-: 
ularly when the question is ambiguous and difficult to understand. 
The example Lenski and Leggett give is based on two questions 
measuring anomie: 

1. It's hardly fair to bring children into the world, the way things 
look for the future. 

2. Children born today have a wonderful future to look forward to. 

(Note that these questions both have fewer than 18 words, but are 
highly ambiguous.) Respondent deference has occurred if the 
respondent answers "yes" to both of these statements. Lenski and 
Leggett ( 471) found that race and education were the chief char­
acteristics related to deference, with race being the more important 
of the two. The results are given in Table 4.9 (based on Lenski and 
Leggett's Table 1). In this case, the interviewers were virtually all 
middle-class whites, so there is no way of knowing if the situation 
would have been different if black interviewers had been used. 

Another example of deference is reported by Hare (352), based 

Table 4.8 Mean Response Effect in Standard Deviation Units on 
Attitudinal Questions by Length of Question and Race and Education 
of Respondent 

Characteristics 
Number of Words in Question 

of Respondent 
12 or Under 13-17 18-27 28 or More 

------··-- ··-·---
Race: 

White .13 .11 .10 .08 
(100) (57) (96) (74) 

Black .13 .14 .20 .21 
(89) (36) (50) (48) 

Years of Education: 
12 or less .14 [.10] [.37] 

(69) (8) (12) 
13-15 .08 .08 .09 

(43) (45) (41) 
16 or more .05 .04 

(26) (46) 
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on two experiments with white and black mothers and white male 
interviewers, who were usually identified as "doctors." Black 
women were much higher on deference in both experiments and 
were more likely to give inconsistent "yes-yes" responses when 
items were reversed. 

Possibility of a socially desirable answer.-Among attitudinal 
questions, the strongest possibility of a socially desirable answer 
is found in questions dealing with racial, religious, and ethnic atti­
tudes. Many social critics have suggested that the polls' showing 
of a decline in prejudice toward minorities does not reflect any real 
change in underlying feelings, but reflects instead an awareness that 
prejudiced answers are no longer socially acceptable. Another topic 
where the respondent may feel that some answers are more accepta­
ble than others is attitudes toward sexual behavior, including pre­
marital sex and birth control, although here the socially acceptable 
answer is by no means as obvious. ' 

Thus, it is not surprising to find that sex and race of respondents 
interact with social desirability (Table 4.10). If there is a strong 
possibility of a socially desirable answer, the response effect is 
almost twice as large for women as for men ( .1 8 to .10). If there 

Table 4.9 Percentage of Respondents Giving Mutually Contradictory 
Answers to Questions Regarding Children's Future, by Extent of 
Formal Education and Race 

Whites Negroes 

Extent of Formal 
Percentage giving Education Percentage giving 

mutually contradictory No. mutually contradictory No. 
answers answers 

Some college education 2 105 14 14 
High school graduates 3 182 17 18 
High school attenders, 

nongraduates 7 123 12 34 
Eight grades or less 

formal education 9 111 32 37 
All respondents 5 521 20 103 

Source: Lenski and Leggett (.471). Reprinted from \\Caste, Class and Deference in the 
Research Interview/' American Journal of Sociology 65 (1960), 464, by permission of the 
University of Chicago Press. Copyright 1960 by the University of Chicago. 
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is little possibility of a socially desirable answer, the response effect 
is larger for men than for women ( .18 to .13). If there is a strong 
possibility of a socially desirable answer, the response effect is 
larger for whites than for blacks ( .22 to .15), while the reverse 
is the case if there is little possibility of a socially desirable answer 
(.12 to .16). 

Summary.-Among respondent characteristics, none is very im­
portant when examined separately. Some of the interactions be­
tween respondent characteristics and interview conditions are 
interesting, although not large in comparison to some effects of the 
interviewing situation and of memory errors. The largest effects are 
noted for male students in either elementary school or college, 
but these are probably as much a function of the interviewing situa­
tion as of the characteristics of the respondent. Elementary school 
students are particularly influenced by closed-ended questions and 
by questions with many words. 

Sex differences interact with the threat of the question, the 
method of administration, the structure of the questions, and the 
possibility of a socially desirable answer. Response effects are larger 
for females on threatening, closed-ended questions where a socially 

Table 4.10 Mean Response Effect in Standard Deviation Units on 
Attitudinal Questions by Possibility of a Socially Desirable Answer 
and Sex and Race of Respondent 

Possibility of Socially Desirable Answer 
Characteristics of 

Respondent Strong Some Little or No 
Possibility Possibility Possibility 

Sex: 
Male [.10] .08 .18 

(14) (40) (111) 
Female .18 .11 .13 

(28) (53) (181) 

Race: 
White .22 .10 .12 

(50) (76) (274) 
Black .15 .22 .16 

(24) (20) (209) 
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desirable answer is possible. Response effects are larger for males 
on self-administered than on face-to-face questionnaires. 

Response effects are larger for black than for white respondents 
on face-to-face interviews and where the question is more difficult. 
They are larger for white respondents where a socially desirable 
answer is possible. Several studies indicate that deference is higher 
for black than for white respondents. 

There are consistent patterns in the fractions of respondents 
giving "don't know" or "no opinion" answers. The likelihood of a 
"don't know" answer is higher for older people and for those with 
less education, and is also slightly higher for women than for men 
except on topics such as birth control and morality. 

CHARACTERISTICS OF INTERVIEWERS 
Relatively less information is available for interviewers than for 

respondents, and the results that are available tend to be more spe­
cialized. For example, there is so little information on interviewers 
over age 45 that hardly anything can be said about them. Similarly, 
there is no information on interviewers with less than some college 
education because, until recently, most . interviewers were white, 
middle-aged, middle-class women with some college education. 
Males, blacks, and lower-class interviewers have been used in spe­
cial situations where there was a desire to match characteristics 
or to test the effect of differences. 

A large number of studies report results for interviewers who 
are college students, and as seen in Table 4.11, these interviewers 
cause much larger response effects than do other interviewers. For 
interviewers under age 25 (mainly college students), the average 
response effect is about .35 compared to about .13 for other inter­
viewers. The same result is observed if one looks at interviewers' 
years of education, where most of the interviewers with 13-15 
years of school are currently college undergraduates. 

As with respondents, where the largest response effects were also 
noted in the student group, much of this may be a function of the 
interviewing situation and the type of questions asked, as discussed 
in Chapter 2. Note that most of the respondents interviewed by 
undergraduate interviewers are themselves undergraduates. An­
other factor may be the inexperience of the interviewers. As noted 
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in Table 4.11, the response effect is twice as high for inexperienced 
as for experienced interviewers, and many of the inexperienced 
interviewers are college students. 

Table 4.11 also ~indicates that higher social status interviewers 
induce a larger response effect than do lower social status inter­
viewers. One thinks immediately of the Katz ( 413) study, but we 
defer the discussion of that study to the next section. In order for 
interviewer status to affect the respondent, the respondent must be 
aware of the interviewer's status. While in surveys of the general 
public this may be difficult or impossible for the respondent to 
determine, it is highly pertinent in a school situation where respond­
ents and interviewers are students and status is generally known. 

Table 4.11 Response Effect in Standard Deviation Units on 
Attitudinal Questions by Characteristics of Interviewer (Average 
Response Effect) 

Characteristics x N of Interviewer 
(T 

Age: 
Under 21 .32 .38 118 
21-24 .38 .46 85 
25-34 .13 .15 51 
35--44 .13 .16 86 

Sex: 
Male .18 .19 299 
Female .15 .22 102 

Race: 
White .14 .13 429 
Black .14 .12 183 

Years of Education: 
13-15 .28 .36 15(} 
16 .15 .18 222 
17 or more .17 .31 225 

Social Status: 
Higher .19 .32 53 
Lower .09 .06 32 

Experience: 
Experienced .09 .11 376 
Not experienced .16 .15 94 
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An example of the effect of interviewer status is given by Das 
(203). He used 48 male Indian students and attempted to measure 
the relation between suggestibility as measured by the amount of 
body sway and the status of experimenter. The four levels of 
prestige were I: Head, Psychology Department, TI: Laboratory 
Assistant, III: Attendant of the Department, and IV: Unidentified. 
Body sway increased with prestige of experimenter from 1.66 
inches for the unidentified experimenter to 2.21 inches for the Head 
of the Psychology Department. 

The other way the social status of an interviewer can influence 
response is· in the degree to which it affects how the interviewer 
perceives the respondent's answers. Particularly on issues related 
to social class, the interviewer could unconsciously distort respond­
ent views to bring them into closer agreement with her own. To 
our knowledge, this conjecture has never been tested, although it 
would be easy to do so using tape recorded interviews as described 
by Hyman (389). 

The interviewer's sex and race have no general effect on response 
nor do any other combinations of interviewer characteristics. There 
is only fragmentary information on interviewer characteristics 
related to respondent "don't know" answers. In general, one would 
expect the same relationships as were seen between respondent 
characteristics and "don't know" answers. Hanson and Marks 
(348) indicate that on questions similar to those used by the Cen­
sus Bureau, the percentage of "don't know" answers ranges from 
1 to 2 per cent for interviewers under age 50, but rises to about 
4 per cent for interviewers over age 50. They also find the expected 
inverse correlations between the percentage of "don't know" re­
sponses and scores on the Enumerator Selection Aid test, which 
includes items on reading comprehension, map reading, and the 
ability to follow instructions similar to those used by the Census. 

The "don't know" rate was 14.1 per cent for the lower~lass 
inexperienced interviewers in the Katz ( 413) study, and only ·10.S 
per cent for the upper-class experienced interviewers. While infor­
mation on sex differences of interviewers is fragmentary, what there 
is suggests a higher "don't know" rate for female than for male 
interviewers. For ten questions, the "don't know" rate is 23.5 per 
cent for male interviewers and 24. 8 per cent for females. 
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Interviewer Characteristics and Conditions 
of the Interview 

As with respondent characteristics, there are some interviewer 
characteristics that interact with the conditions of the interview, 
such as the method of administration, the structure of the questions, 
the possibility of a socially desirable answer, and the position of 
the question in the questionnaire. In studies where interviewer and 
respondent characteristics are matched, it is not possible to distin­
guish between respondent characteristics, interviewer characteris­
tics, and interactions; thus, in this section we will treat chiefly those 
effects that have not been implied earlier. 

Method of administration.-As seen in Table 4.12, there is a 
steady decline in response effect on face-to-face interviews as the 

Table 4.12 Mean Response Effect in Standard Deviation Units on 
Attitudinal Questions by Method of Administration and Characteristics 
of Interviewer 

Characteristics 
Method of Administration 

of Interviewer 
Face-to·Face Self-Ad ministered 

----· 
Age: 

Under 21 .28 [.14] 
(96) (16) 

21-24 .18 [.43] 
(67) (8) 

25-34 .12 
(49) 

35-44 .08 [.41] 
(70) (14) 

Sex: 
Male .17 .37 

(205) (26) 
Female .10 [.38} 

(78) (4) 

Years of Education: 
13-15 .24 [.07] 

(128) (4) 
16 .13 .15 

(153) (65) 
17 or more .15 .39 

(136) (21) 
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age of the interviewer increases. A different pattern emerges for 
self-administered questionnaires, where the education of the inter­
viewer appears to be the more important factor. There is a sharp 
rise in response effects as the education of the interviewer increases. 
A plausible explanation, similar to that for the body sway example 
given above, is this: most self-administered questionnaires coded 
in this study were administered in school settings where the status 
of the experimenter depends primarily on his level of education. 
The sex of the interviewer appears to be irrelevant for self-admin­
istered forms, but male interviewers elicit a slightly larger response 
effect than do female interviewers in face-to-face interviews. 

Structure of questions.-Although closed-ended questions have 
a greater influence on respondents than do open-ended questions, 
they reduce the possibility of interviewer effects by providing 
greater structure. It is not surprising, therefore, that for closed­
ended questions there are no significant differences by interviewer 
characteristics (Table 4.13). Open-ended questions are less struc-

Table 4.13 Mean Response Effect in Standard Deviation Units on 
Attitudinal Questions by Structure of Question and Characteristics 
of Interviewer 

Characteristics 
Structure of Question 

of Interviewer 
Closed-ended Open-ended 

Sex: 
Male .17 .14 

(165) (117) 
Female .14 [.26] 

(80) (4) 

Race: 
White .14 .13 

(260) (142) 
Black .15 (.08] 

(150) (6) 

Years of Education: 
13-15 .26 .27 

(68) (60) 
16 .14 .13 

(155) (55) 
17 or more .18 .10 

(127) (84) 
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tured and allow greater interviewer variability in probing, in pro­
viding other subtle cues, and in recording the answer. A study by 
Clark ( 169) measured the effect of the sex of the interviewer on 
responses in terms of sexual imagery by male students on a The­
matic Apperception Test. Half of the tests were administered by a 
male experimenter and the other half by a female experimenter 
who was dressed attractively and wore perfume. All testing was 
done at night in an office to make the female's presence less formal; 
further, the female experimenter had trouble with the projector on 
the first TAT picture in order to enable her to request the males to 
come to her assistance. As a result, 70 per cent of the males inter­
viewed by the female experimenter were below average in their 
mention of sex-related themes compared to 31 per cent of those 
interviewed by the male experimenter. When only themes related 
to sex-related guilt were included, 83 per cent of those interviewed 
by the female were below the average compared to only 45 per cent 
of those interviewed by the male. In this case, it is clear that the 
sex of the experimenter is related to the topic. 

The results presented in Table 4.13 suggest that the response 
effect obtained by white interviewers is higher than that obtained 
by blacks on open-ended questions, although here again the topics 
are mainly racial attitudes and the number of studies is small. The 
largest response effect on open-ended questions is found for inter­
viewers with 13 to 15 years of school, primarily undergraduate 
students. The presence of this effect has already been mentioned 
several times, but it is interesting to note that the effect seems 
stronger and more direct for open-ended than for closed-ended 
questions. 

Possibility of a socially desirable answer.'--The sex and the race 
of the interviewer do interact with the possibility of a socially desir­
able answer (Table 4.14). The response effect is slightly larger 
for white than for black interviewers if there is a strong possibility 
of a socially desirable answer, while the reverse is true if there is 
little possibility of a socially desirable answer. This agrees with the 
findings discussed earlier for respondents. 

The results for interviewers by sex are the opposite of those 
found for respondents. If there is a strong possibility of a socially 
desirable answer, the response effect is more than twice as large 
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for male as for female interviewers ( .23 to .10). If there is little 
possibility of a socially desirable answer, there is no significant dif­
ference between male and female interviewers. As an example, in 
the Benney, Riesman, and Star ( 68) mental health study discussed 
above, 59 per cent of respondents interviewed by female inter­
viewers indicated that they thought that overindulgence in sex led 
to mental disturbances, compared to 50 per cent of respondents 
interviewed by male interviewers. 

Position of question in questionnaire.-If the interviewer is suc­
cessful, rapport between respondent and interviewer should build 
steadily during the .interview. This increasing rapport could cause 
larger response effects late in the interview. Thus, for this variable, 
considering respondent and interviewer characteristics jointly yields 
more interesting results. The interactions between position in the 
questionnaire and characteristics of respondents and interviewers 
are given in Table 4.15. For black respondents and interviewers, 
response effects increase as the interview progresses, indicating that 
rapport is increasing. For white respondents and interviewers, the 
position of the question in the questionnaire, makes no difference. 

For students and others with 12 years of school or less, response 
effects increase as the interview progresses; for respondents with 

Table 4.14 Mean Response Effect in Standard Deviation Units on 
Attitudinal Questions by Possibility of a Socially Desirable Answer 
and Sex and Race of Interviewer 

Possibility of Socially De•irable Answer 
Characteristics 
of Interviewer Strong Some little or No 

Possibility Possibility Possibility 

Sex: 
Male .23 .15 .17 

(28) (56) (213) 
Female [.I OJ [.12] .16 

(6) (15) (79) 

Race: 
White .18 .13 .13 

(40) (47) (330) 
Black [.14] [.21] .14 

(18) (7) (154) 
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13-15 years of school, they decrease, but no effects are observed 
for respondents with 16 or more years of school. 

Opposite trends are again observed by sex of respondent and 
interviewer. For female interviewers there is a sharp increase in 
response effect as the interview progresses, while for female 
respondents there is a slight decline. For male respondents there 
is a small increase in response effect as the interview progresses, 

Table 4.15 Mean Response Effect in Standard Deviation Units on 
Attitudinal Questions by Position of Question and Characteristics of 
Respondent and Interviewer 

Chcircicleristics of Respondent 
Position of Question in Questionnciire 

ond Interviewer 
Eorly Middle Leite 

Sex of Respondent: 
Male .04 [.09] 

(69) (5) 
Female . l l .07 .06 

(41) (40) (41) 

Race of Respondent: 
White .07 .09 .08 

(118) (50) (56) 
Black [. l l] .20 .24 

(IO) (20) (44) 

Years of Education of Respondent: 
12 or under .IO .15 .18 

(23) (21) (20) 
13-15 . l l .07 .06 

(41) (40) (40) 
16 or more .04 [.08] 

(68) (6) 

Sex of Interviewer: 
Male .ll .08 .12 

(40) (42) (62) 
Female [.05] [.17] [.27] 

(4) (18) (16) 

Race of Interviewer: 
White .ll .11 .14 

(50) (55) (67) 
Black [.10] [.16] .20 

(10) (15) (27) 
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but there are no trends for male interviewers. Again we must con­
sider interviewer and respondent characteristics jointly. 

Summary.-Because interviewers, until recently, have possessed 
a limited range of characteristics (being generally white, middle­
aged, middle-class women with some college), only one factor 
seems highly related to response effect. Inexperienced, undergradu­
ate college student interviewers elicit much higher response effects 
than do older experienced interviewers employed by survey organ­
izations. These effects are larger on face-to-face than on self­
administered interviews. The status of the interviewer is important 
primarily in school situations where it is easily recognized. 

The sex of the interviewer influences response effects in several 
ways, but primarily when the topic of the study is highly sex­
related. Female interviewers elicit a larger effect on responses than 
do male interviewers if the question is open-ended and occurs late 
in the interview; males elicit a larger effect than females if there is 
a strong possibility of a socially desirable answer. 

On open-ended questions, white interviewers elicit a larger 
response effect than black interviewers, but there is no difference 
by race for closed-ended questions. Response effects for white inter­
viewers are larger if there is a strong possibility of a socially desira­
ble answer than if there is little possibility; for black interviewers 
it makes no significant difference whether there is a strong possi­
bility or little possibility of a socially desirable answer. 

The "don't know" rate declines as the education and experience 
of an interviewer increases. Limited data suggest also that the 
"don't know" rate is slightly higher for female than for male inter­
viewers and for the small number of interviewers above age 50. 

INTERACTIONS BETWEEN RESPONDENT AND 
INTERVIEWER CHARACTERISTICS 

We have examined the effects on response of respondent charac­
teristics and of interviewer characteristics; we now turn to a con­
sideration of the response effect interactions between the age, sex, 
race, education, and social status of respondents and the age, sex, 
race, education, and social status of interviewers. Most of the topics 
of the studies in our sample are related directly to the character­
istics; thus, for example, studies reporting on sex interactions have 
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typically dealt with sexual questions, studies reporting on age inter­
actions have dealt with generation differences, and studies on race 
interactions have dealt with attitudes toward racial, issues. When 
the respondent-interviewer demographic characteristics are not 
related to the subject of the study, either there are no data or the 
response effects are negligible. 

We shall attempt to differentiate between interaction effects and 
effects that are the sums of the separate main effects due to 
respondent and interviewer characteristics. It may be helpful to 
consider interviewers as constrained respondents; that is, one would 
usually expect interviewer characteristic effects to be. in the same 
direction as respondent characteristic effects, but smaller. As an 
example, black respondents generally have less favorable attitudes 
toward the police than do white respondents. Similarly, black inter­
viewers have less favorable attitudes than do white interviewers. 
We would expect, however, a larger difference between black and 
white respondents than between black and white interviewers, since 
the structure of the questionnaire and the interviewing situation 
limit the direct interviewer effect. 

We say that an interaction has occurred when this situation is 
reversed, and effects due to interviewer characteristics are not in 
the same direction as those for respondent characteristics and are 
larger. An example of this is the result on the question mentioned 
earlier, "prison is too good for sex criminals ... " (Hyman, 389), 
where a higher percentage of female respondents agree with the 
statement, but where a higher percentage of respondents inter­
viewed by male interviewers also agree with the statement. 

Other interaction effects are possible. If one had an independent 
estimate of the ratio of interviewer to respondent effects, it would 
be possible to predict the expected joint effect due to the sums of 
the main effects. Significant deviations from the expected effect, 
then, would also be interactions. It should be obvious from the 
examples that the distinction between interactions and the sum of 
main effects is possible only on a study-by-study basis and not 
over summary response effects. 

As far as we know, there are no studies that have been designed 
with sufficient controls to separate clearly the effects of the social 
interactions between interviewer and respondent from the other 
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effects. For example, to separate these effects in a study of the 
response effects of the racial characteristics of respondents and 
interviewers, one would want to compare responses of respondents 
to interviewers of the same race, different race, and on self­
administered forms. 

Social Class Differences: The Katz Results 
The earliest study on the joint effects of interviewer and respond­

ent characteristics was by Katz ( 413). He measured the effect of 
the social status of the interviewer by comparing a group of nine 
Gallup interviewers to a group of eleven working-class interviewers. 
The procedure involved rather loose quota sampling, so that some 
of the differences may have been due to sample execution rather 
than to the joint characteristics of the interviewers and respondents. 
Thus, middle-class interviewers may have had a greater tendency 
to reach and interview middle-class respondents, while working­
class interviewers may have interviewed working-class respondents. 
There were also differences in the levels of interviewing experience 
and in other variables between the two groups of interviewers. 

On questions relating to labor issues, Katz found, not surpris­
ingly, that working-class interviewers obtained more pro-labor re­
sponses, particularly from union members, than did middle-class 
interviewers. These results are presented in Table 4.16 (based on 
Table 1 in the Katz paper, but revised to omit the "no opinion" 
and "don't know" answers and to split out union and non-union 
respondents). On war issues (the study was conducted in Pitts­
burgh during March, 1941 ) , the Gallup interviewers obtained 
slightly more interventionist responses than did working-class inter­
viewers, a finding which corresponds with the known relation be­
tween social class and interventionist attitudes prior to World War 
II. On questions relating to government ownership of electric com­
panies, steel mills, and banks, the differences were slight between 
the two groups of interviewers. 

There was an average difference of 12 percentage points 
between Gallup and working-class interviewers when interviewing 
union respondents on labor questions. The differences between the 
interviewers when interviewing non-union respondents on labor 
questions averaged 7 percentage points. This is best seen for 
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the question asking whether the respondent favored the closed 
shop. While there was only a 2 percentage point difference 

Table 4.16 Comparison of Gallup and Working-Closs Interviewers 
on Labor Questions, Government Ownership, and War Issues by 
Percentage 

Union Respondent Non-Union Respondent 

Question 
Gallup 

Working-
Gallup 

Working-
Class Class 

Interviewer 
Interviewer 

Interviewer 
I nlerviewer 

Labor: 
Favor law against strikes in 

war industries 68 54 77 67 
Employers will play fair if 

a strike law 64 59 75 68 
Favor use of force by strikers 50 62 44 34 
Favor closed shop 67 80 36 38 
Favor law against sit-down 

strikes 67 53 75 64 
Labor will do better job 

running defense 46 61 29 33 

Government Ownership: 
The government should 

own-
electric companies 49 56 46 46 
steel mills 32 43 33 30 
banks 53 48 59 36 

War Issues: 
Foreign organizations should 

be outlawed 95 86 95 76 
German workers worse off 

under Hitler 83 83 84 72 
England will win war 83 77 83 69 
U.S. should stop helping Eng-

land and try to stay out 24 30 29 32 
U.S. should send England 

munitions 82 72 81 76 
U.S. should send England 

warships 45 34 41 40 
U.S. should send England 

American pilots 20 17 18 17 
U.S. should declare war 9 5 7 3 

Source: Katz {413). 
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between Gallup and working-class interviewers for non-union 
respondents, 80 per cent of union respondents interviewed by 
working-class interviewers favored the closed shop compared to 
67 per cent of union respondents interviewed by Gallup inter­
viewers. We remind the reader that it is not possible to tell from 
these results which group of interviewers obtained the "true" re­
sults. It is possible that pro-union attitudes were either overreported 
to working-class interviewers or underreported to Gallup inter­
viewers, or that some of both was occurring. 

The joint effects found in this study can best be explained as the 
sum of main effects rather than as interactions between interviewer 
and respondent characteristics. Generally, the ratio of interviewer 
to respondent effects is about .2, and the deviations from this aver­
age on individual questions are small enough to be attributed to 
chance rather than to interactions. 

Joint effects are smaller and approach zero for questions dealing 
with government ownership and war issues. The average difference 
between Gallup and wage-earner interviewers was 7 percentage 
points when interviewing union respondents and 8 percentage 
points when interviewing non-union respondents. 

To summarize, the Katz study demonstrated response effects due 
to the interviewer's social class, and joint response effects on labor 
questions due to the social class of the interviewer and the respond­
ent. Surprisingly, we have not been able to uncover other studies 
conducted since then that consider the effects on attitudes of the 
social class of the interviewer and the respondent. 

The interviewing procedures used in the Katz study are certainly 
far different from the typical survey today. In that study, male 
interviewers, half of whom were under age 25, interviewed people 
walking down the block. Today, most interviewers are older women 
and the interviewing is much more carefully controlled. In fact, 
most survey organizations train their interviewers to minimize 
social class differences by dressing appropriately for the area where 
the interviewing occurs, and by structuring the questionnaire. 
Nonetheless, since response effects are also a function of what the 
interviewer hears and records, we would expect that social class 
response effects would still be found if a careful study were to be 
conducted. To avoid still further confounding with race, such a 
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study might be conducted in Appalachia or with Appalachian white 
migrants. 

Age Interactions 
The data on response effect interactions between age of inter· 

viewer and respondent are available mainly for respondents under 
age 21 (that is, students). As seen in Table 4.17 and as we have 
noted earlier, the highest response effects are found when both the 
interviewer and respondent are under age 25. Some of this may also 
be due to the conditions of the interview. Given the limited data, 
however, one is hard-pressed to either prove or disprove an inter­
action effect due to respondent and interviewer age. It would be 
useful to have studies where interviewers are under age 25 and 
respondents are older and retired, and other studies where inter­
viewers are over age 65 while respondents' ages vary. 

Perhaps the best of the limited studies on age interactions is by 
Ehrlich and Riesman (245). The limitations of this study include 
the fact that the respondents were all high school girls and that the 
interviewing was done in the schools. The results given in Table 
4.18 indicate that younger interviewers (age 40 and under) tended 
to obtain slightly more peer-oriented and slightly fewer adult­
oriented answers, while the oldest interviewers (over age 53) were 
perceived as authority figures. These results were only true for girls 
16 and over. Younger girls' responses did not vary consistently 
by interviewer age. 

In this study, the answers to questions were categorized in terms 
of whether or not the adult's expectation or demand was flatly 
rejected. Four of the questions were as follows: 

1. "Now, I'm going to show you some pictures about a girl, her par­
ents, and her friends. In each picture someone has just said something, 
and another person's going to answer. What do you think the answer 
would be?" 

Picture 1. (A girl is going out the door, parents are sitting on couch. 
Girl says: "I'm going over to Mary's house-all the girls are going 
to be there!") 
Ask: What would the parents say? 
Picture 2. (Same as Picture I: Parents say: "All right, but don't just 
go down to the drugstore to see if boys are hanging around!") 
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Table 4.17 Mean Response Effect in Standard Deviation Units on 
Attitudinal Questions by Characteristics of Respondent and Interviewer 

Characteristics of Respondent Characteristics of Interviewer 

Age 

Age: 
Under21 21-24 25-34 35-44 

Under 21 .30 .66 .23 .14 
(116) (24) (20) (76) 

21-34 [.07] 
(5) 

35-44 [.08] 
(16) 

Sex 

Sex: 
Male Female 

Male .28 [.12) 
(51) (12) 

Female .14 .10 
(184) (28) 

Race 

Race: 
White Black 

White .IO .13 
(221) (49) 

Black .19 .14 
(112) (128) 

Years of Education 

Years of Education: 
13-15 16 17 or More 

12 or less .13 .17 [.08] 
(30) (30) (14) 

13-15 .47 [.72] 
(60) (6) 

16 or more [.08] 
(4) 
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Table 4.18 Mean Percentage of Responses to Questions from Ehrlich 
and Riesman Study by Age of Respondent and Interviewer 

Age of Interviewer 

24-40 

41-52 

53+ 

24-40 

41-52 

53+ 

24-40 

41-52 

53+ 

24-40 

41-52 

53+ 

Age of Respondent 
--···------------

13 or less 14-15 

Question 1: Mean Percentage of "Girl Goes" Responses 

18 
(3 l)a 

10 
(46) 

10 
(23) 

17 
(34) 

19 
(49) 

23 
(23) 

27 
(26) 

24 
(47) 

10 
(25) 

Question 2: Mean Percentage of "Would Not Tell Parents 
Later..., Responses 

40 
(30) 

44 
(46) 

43 
(23) 

39 
(34) 

28 
(49) 

42 
(23) 

36 
(26) 

29 
(48) 

30 
(25) 

Question 3: Mean Percentage of "Wouldn't Return" Responses 

11 
(29) 

8 
(44) 

12 
(22) 

21 
(33) 

14 
(47) 

14 
(22) 

36 
(25) 

25 
(43) 

19 
(24) 

Question 4: Mean Percentage of "Not See,'' "Not Tell," or 
"Nothing" Responses 

8 
(30) 

11 
(44) 

8 
(23) 

19 
(33) 

16 
(44) 

17 
(22) 

24 
(24) 

23 

13 
(46) 

(23) 

Source: Ehrlich and Rlesman (245). Reprinted from "Age and Authority in the Interview," 
Public Opinion Quarterly 2.5 (1961), 44, by permission of Public Opinion Quarterly. 

a figures in parentheses are the number of interviewers in each cell. The 11umber of inter­
viewers in a given cell varies slightly frorn question to question because questions 3 and 4 
were asked only of a random two-thirds of the sample. 
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Ask: What would the girl say? 
Picture 3. (The girls are at Mary's. From the group comes the cap­
tion: "Let's go down to the drugstore-maybe the fellows are 
there!") 

Of this sequence, only picture 3 is used in the re-analysis, for which 
the question was "What would the girl say now?" 

2. "If the girl decided to go along with her friends to meet the boys, 
do you think she'd tell her parents about it later?" 

3. "A girl has a very good job away from home. She gets a letter 
from her mother saying her mother is lonely and asking the girl to move 
back home. What does she say?" 

4. "While she is giving your class a test, your teacher is called out 
of the room. She asks you to take over the class and to make sure that 
nobody cheats. You see a close friend of yours copying from someone 
else's paper. What would you do?" 

On these four questions, there was an average difference of 
13 percentage points between the youngest and oldest inter­
viewer groups. It seems likely, however, that there were no differ­
ences on most of the other questions in the questionnaire, although 
these are not reported. The interactions by age, then, are highly 
specific to age-related issues, to girls in a narrow age band ( 16-18), 
and to a particular interviewing situation (in the classroom) where 
adult authority might be expected to be more salient. 

Sex Interactions 
Since sex is a dichotomous variable, one would expect that there 

would be ample results in all four cells to measure response effect 
interactions, but the data are still too limited to test this expecta­
tion. The sex of the interviewer is given only when a study specifi­
cally intends to measure sex effects or when the interviewers are 
aU the same sex. Most of the studies have examined the effects on 
women's responses to male and female interviewers on sexually 
related topics. But, as seen in Table 4.17, the largest response 
effect (.28) is found when both respondents and interviewers are 
male, and only small differences are found between females inter­
viewed by male and by female interviewers. Again, some of these 



126 

Response Effects in Surveys 

results may be due to the conditions of the interview, particularly 
among male students interviewed in school. 

These results are illustrated by the Benney, Riesman, and Star 
( 68) study mentioned above. Table 4.19 (their Table 4 summar­
ized) gives the percentage of sex responses to the "Betty Smith" 
question by sex of interviewer and respondent. Although the per­
centage of sex responses is highest for males interviewed by males, 
this figure differs by only about 4 percentage points ( 13 to 9 per 
cent) from that for females interviewed by males. 

Hyman (389) reports the results of an Audience Research In­
stitute study on preferences for movies. Preferences were deter­
mined by responses to cards on which the story was summarized 
in about 50 words. The results given in Table 4.20 indicate that 
there was an average difference of 11 percentage points between 
men and women when respondents were interviewed by members 
of their own sex, and an average difference of 8 percentage 
points when respondents were interviewed by members of the 
opposite sex. This difference of 3 percentage points is not an 
interaction effect as in the example above, but is derived as the sum 
of the separate main effects due to the sex of the interviewer and 
the sex of the respondent. 

Race Interactions 
In recent years, greater emphasis has been placed on matching 

interviewers and respondents by race than on any other type of 

Table 4.19 Percentage of Sex Responses to "Betty Smith" Question 
by Sex of Respondent and Interviewer 

Respondent 
Interviewer 

Mole Female 

Male 13 9 
(273) (259) 

Female 9 9 
(1,433) (1,504) 

Source: Benney, Riesmon, and Sfar (68) 1 "Age ond Sex in the Interview/' American Journal 
of Sociology 62 (1956), 150. Permission for use gronled by the University of Chicago Press. 
Copyright 1956 by the University of Chicago. 
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matching. The general results shown in Table 4.17, which reflect 
a wide range of studies, do not show very large differences. The 
largest response effect is for blacks interviewed by whites, and this 
is related to the studies of deference or conformity mentioned 
earlier. 

Several of these studies were with black children in classrooms 
and used unstructured materials such as pictures and dolls 
(Vaughan, 843; Trent, 814). These studies indicate some shift 
toward the selection of figures similar in color to that of the inter­
viewer, although the differences are not very impressive. A study 
of college students by Summers and Hammonds (794) indicates 
that even on a self-administered anonymous questionnaire, white 
students were more willing to admit racial prejudice when the 
administrator was white than when the administrator was black. 

Table 4.20 Results of Story Tests by Sex of Interviewer as Related to 
Sex of Respondent 

Percentage Favorable to Picture Percentage 
Differences between 

Men and Women 
Male Female Respondents 

Name of Picture Respondents Respondents 

Interviewed by: 
Interviewed by: Interviewed by: Own Opposite 

Men Women Men Women Sex Sex 

General Lee of Virginia 45 38 30 34 11 8 
Guardian of the Forest 24 25 21 14 10 4 
They Can't Do This to 

Me 21 24 27 28 7 3 
Two Weeks with Pay 10 13 22 24 14 9 
They Knew What They 

Wanted 10 14 14 18 8 0 
Lawrence of Arabia 27 32 28 18 9 4 
Helen and Warren 5 11 17 19 14 6 
The Great McGinty 24 23 13 12 12 10 
Lucky 22 17 10 9 13 7 
Lucky Partners 11 18 20 24 13 2 
Mr. and Mrs. (Test 1) 16 14 26 29 13 12 
Mr. and Mrs. (Test 2) 20 19 31 32 12 12 

Source: Hyman (389). Reprinted from Interviewing in Social Research, p. 165, by permis· 
sion of the University of Chicago Press. Copyright 1956 by the University of Chicago. All 
rights reserved. 
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There have not been any large-scale studies of the effects of black 
interviewers on white respondents. 

A larger study of 840 black residents in North Carolina shows 
no differences between black and white interviewers for items with 
low or moderate threat, but shows differences of about 10 percent­
age points for high threat items such as approval or disapproval 
of sit-ins (Williams, 900). Table 4.21 summarizes the results of 
this study. An almost identical study was conducted 20 years earlier 
in Memphis by the National Opinion Research Center, in which 
1,000 black adults were interviewed, half by white and half by 
black interviewers. The results reported by Hyman (389) are given 
in Table 4.22. Differences averaged about 15 percentage points 
on sensitive items such as "Is the army fair to Negroes now?" "Are 
labor unions fair or unfair to Negroes?" and "Would Negroes be 
treated better or worse if Japan conquered the U.S.A.?" There is 
no way of knowing, on these two studies, if the joint response effect 
is the sum of interviewer and respondent effects (as seems likely) 
or is due to interaction effects. 

The most recent study in this area is by Schuman and Converse 
(721). About 500 interviews with black households were con­
ducted in the Detroit area using professional black interviewers 
and white students from the Detroit Area Study. Of 130 questions 
examined, the race of the interviewer explains 2 per cent or more 
of the variance for 15 per cent of all questions, and 32 per cent of 
those questions dealing with racial opinions (Table 4.23). 

Schuman and Converse distinguish between questions with some 
racial content and questions dealing primarily with militant protest 
and hostility to whites. Much larger response effects were found for 
questions dealing with militancy and hostility toward whites (Table 
4.24). On the 12-item militancy scale created for this study, race 
of interviewer accounts for a quarter of the variance. On the other 
hand, only five of 76 nonracial questions have at least 2 per cent 
of their variance explained by race of interviewer. Thus, response 
effects due to respondent and interviewer race depend very heavily 
on the content of the question. 

Education Interactions 
As may be seen in Table 4.1 7, the results available for education 
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Table 4.21 Low or Moderate and High Threat Potential Items by 
Race of Interviewer 

White Negro 
Significancea Interviewer Interviewer 

Items 
Differences of Difference 

between between 
Per Num- Per Num- Proportions Proportions 

Cent ber Cent ber 

Low or moderate threat 
potential items: 
Respondents over 40 

years of age 37.9 235 34.1 593 3.8 No 
Respondents bothered 

when something 
unexpected happens 79.5 215 15.5 563 4.0 No 

Respondents reporting 
one or no jobs in 
the household 57.8 255 50.4 511 1.4 No 

Respondents not 
registered to vote 49.3 221 48.4 514 0.9 No 

Respondents attending 
church weekly 
or more 46.0 235 40.7 590 5.3 No 

Respondents belonging 
to less than two 
organizations 78.1 233 71.7 587 6.4 No 

High threat potential 
items: 
Want less than a college 

degree for son 29.8 225 26.1 588 3.7 No 
State that politicans are 

more important than 
the voters 60.8 227 38.9 552 21.9 Yes 

State that it is not a 
good idea to make 
changes in the way 
our country is run 17.8 242 9.1 570 8.7 Yes 

Report that they do 
not read a daily 
newspaper 47.6 233 33.8 588 13.8 Yes 

Report that they do 
not read a Negro 
newspaper 55.6 235 42.7 592 12.9 Yes 

Disapprove of sit-ins 23.9 188 15.2 538 8.7 Yes 
Say that a Negro 

mother should send 
her daughter to a 
Negro school 56.1 122 48.1 568 8.6 Yes 

Source: Williams (900). Reprinted by permission of the Americon Sociologiccd Association. 
~Statistical significance is determined at the .05 level of significance, using a two-tailed test. 



Table 4.22 Classification of Questions Asked of Negro Respondents by the Degree of Significance of 
Difference in Answers to Negro and White Interviewers in Memphis, Tennessee (1942) 

Question 

Is enough being done in your neighborhood to protect 
the people in case of air raid? 

Do you think this country will win the war? 
lf we win, do you think the Negroes will be treated 

better, worse, or the same? 
Would Negroes be treated better or worse if 

Japan conquered the U.S.A.? 
Would Negroes be treated better or worse if 

Germany conquered the U.S.A.? 
ls the army fair to Negroes now? 
Is the navy fair to Negroes now? 
Have Negroes, right now, as good a chance as 

whites to get defense jobs? 
Who is most to blame for this? (Asked of those 

answering "No" above) 
Are labor unions fair or unfair to Negroes? 
Is it important to concentrate on winning the 

war or on democracy at home'? 
Who would a Negro go to to get his rights? 

Category Tested 

Percentage of Negroes Giving An.war 
Indicated to: 

Negro Interviewers 
(N = about SOO) 

White Interviewers 
(N about SOO) 

A. Difference between Responses to Negro and White Interviewers 
Significant at .001 Level 

Yes 21 40 
Yes 59 79 

Better 34 44 

Worse 25 45 

Worse 45 60 
No 35 11 
No 23 11 

Yes 39 52 

Government 8 2 
Fair 30 47 

Winning the war 39 62 
(White people?) 16 6 
(Police?) 2 15 
(Law courts'?) 3 12 
(Nobody?) 26 13 
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What Negro newspaper do you usually read? 
Who do you think should lead Negro troops? 

Do you think Negroes are better off or worse off 
than before the war (in what way)? 

Which do Negroes feel worst about now? 

Does anyone in your family own an automobile? 

About how much longer do you think the war 
will last? 

Do you think Negroes are better off or worse off 
than before the war? 

Which do Negroes feel worst about now? 

Have Negroes right now just as good a chance as 
whites to get defense jobs? 
(Who is most to blame for this?) 

Which is fairer (to Negroes) CIO or AF of L? 
Where do you get most of your news about the war? 
What radio station do you usually listen to? 
What was the highest grade you completed at school? 

None 
Negro officers 

35 
43 

51 
22 

B. Difference between ResponJes to Negro and White Interviewers Not 
Significant at .001 Level but Significant at .01 Level 

Less economic 
discrimination 

(Housing?) 
(Discrimination in 

public places?) 
Yes 

21 
8 

8 
20 

28 
14 

4 
13 

C. Difference between Responses to Negro and White Interviewer& 
Not Significant at .01 Level 

Less than one year 28 33 

Better off 38 42 
(Job discrimination?) 33 28 
(Wages?) 43 46 

(Managers 7)8 21 15 
(Labor unions?)8 7 4 
cJOa 36 29 
Talking to people• 13 9 
WRECa 52 44 
High school or 

bettera 19 14 

Source: Hyman {389). Reprinted from Interviewing in Social Research, p. 1651 by permission of the University of Chicago Press. Copyright 1956 
by the University of Chicago. All rights reserved. 

a Difference significant at .05 level. 
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interactions are limited to the findings mentioned earlier, which 
indicate that the largest response effects are found when students 
are both the respondents and the interviewers. Even if more results 
were available, it is unlikely that it would be possible to disentangle 
education from social class, race, and age variables. 

Summary 
The principal finding in this section is that response interactions 

due to the characteristics of respondents and interviewers are not 
general but depend very specifically on the topic of the question. 
Social class differences of interviewers affect union members when 
the issues are labor-oriented, but not otherwise. Age interactions 
are seen on questions relating to adult authority when the respond­
ents are female students age 16 to 18, but no consistent differences 
are observed for younger girls, and there is no evidence of age 
effects for adults. Sex interactions have been found for some sex­
related questions, but the highly specialized nature of the questions 
suggests that there are probably no interactions by sex on most 
questions. 

Black respondents are shown on several studies to give much 
more militant answers to black than to white interviewers on racial 
questions, but even here the differences are smaller on items not 
dealing with militancy or hostility toward whites, and the differences 
disappear altogether on nonracial questions. 

Table 4.23 Categories of Questions Affected by Race of Interviewer 
----------··---·------------

Variance Explained by Rate of Interviewer 
Number (Per Cent) 

Category of 
Questions 2 Per Cent 1-2 Less than 

or More Per Cent 1 Per Cent 
Total 

Total questions analyzed 130 15 11 74 100 
Racial opinions 40 32 5 63 100 
Racial facts 14 14 29 57 100 
Nonracial opinions 29 3 11 86 100 
Nonracial facts 47 8 11 81 100 

Source: Schuman and Conver>e (721). Reprinted from "The Effects of Black ond White 
Interviewer> on Blotk Responses in 1968," Public Opinion Quarterly 35 (1971), 5, by permis· 
sion of Public Opinion Quarfarly. 



Table 4.24 Questions with Racial Content Showing Greatest Difference by Race of Interviewer 

Per Cent by Race Per Cent 
Answer Te.ted of Interviewer Per Cent Varlanr:e 

Question 
V$, Others Difference Explained 

White Negro (E1) 

2.0 Per Cent or More Variance Explained 

Do you personally feel that you can trust most white people, 
some white people, or none at all? Trust most whites 35 7 28 12.5 

Would you say that because of the disturbance Negroes in ::ti 
Detroit now feel more ready to stand up for their rights, "' ~ less ready to stand up for their rights, or that there hasn't <:) 

been much change? More ready 61 84 -23 4.9 :::: 
l:l. 

Some people feel that last summer's disturbance was a step "' :::: 
forward for the cause of Negro rights. Other people feel ... 
that it was a step backward for the cause of Negro rights. I::. 

Which opinion comes closest to the way you feel? Step forward 30 54 -24 4.7 5. 
Do you think Negro parents can work better with a Negro Yes, better with Negro ;;-

teacher than with a white teacher? teacher 14 29 -15 4.4 ;;:-

Suppose there is a white storekeeper in a Negro neigh· ~ ;;;· 
borhood. He hires white clerks but refuses to hire any :<: 
Negro clerks. Talking with him about the matter does "' ... 
no good. What do you think Negroes in the neighbor-

~ hood should do to change the situation? Nothing 26 10 16 4.1 
What do you think is the most important thing the city ~ government can do to keep a disturbance like the one .. 

last summer from breaking out again in Detroit? Use of force, police 35 18 17 3.9 .. ... -· ;.-; ... 
(Tobie 4.24 continued) ~· ~ 



Table 4.24 Continued 

Question 

Some leaders want to organize Negroes into groups to pro­
tect themselves against any violence by whites. Do you 
think this is worthwhile or not? 

In your church, has money ever been collected at Sunday 
service for the Civil Rights movement? 

Do you think city officials in Detroit are more willing to 
listen to Negro demands since the disturbance, less will­
ing to listen, or hasn't there been much change? 

Do you think Negro teachers take more of an interest in 
teaching Negro students than white teachers do? 

Were there any white students in the schools you attended? 

Do you think many policemen would use this right (to stop 
and search on suspicion) unfairly against Negroes? 

Some people say there should be Negro principals in 
schools with mostly Negro students because Negroes 
should have the most say in running inner city schools. 
Would you agree with that or not? 

Per Cent by Race Per Cent 
Answer Tested of Interviewer Per Cent Variance 

vs. Others Difference Explained 
White Negro (El) 

2.0 Per Cent or More Variance Explained 

Yes, worthwhile 18 35 -17 3.2 

Yes, money collected 30 46 -16 2.9 

More willing 59 79 -20 2.7 

Yes, Negro teachers 
take more interest 26 41 -15 2.5 

Yes 49 33 16 2.5 

Yes 70 83 -13 2.4 

Yes, agree 26 42 -16 2.4 
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2.0 Per Cent or More Variance Explained 

If you were treated impolitely in a downtown store in 
Detroit, how would you feel ... very angry, a little 
angry, or would you not let it bother you? Very angry 

How do you feel we should refer to last July's disturbance 
in Detroit: Should it be called a riot, a rebellion, or what? Rebellion or revolt 

27 42 -15 

50 68 -18 

0.05 Per Cent or Less Variance Explained 

Have you ever taken part in any kind of nonviolent protest 
for civil rights? Yes 25 25 0 

Now that Martin Luther King is gone, who do you think is 
the single most important Negro leader in the country? Abernathy 58 58 0 

Some people are saying that the assassination of Martin 
Luther King will drive Negroes and whites further apart. 
Others think that it will bring them closer together. 
Which do you think will probably happen? ("No change" 
is recorded when volunteered.) Bring together 66 70 -4 

2.4 

2.0 

0.00 

0.00 

0.00 

(Table 4.24 continued) 
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Table 4.24 Continued 

Question 

Do you and the white families that live around here visit 
in each other's homes, or do you only see and talk to each 
other on the street, or do you hardly know each other? 

If using (laws and persuasion, nonviolent protest) doesn't 
work (to gain rights) then do you think Negroes should 
be ready to use violence? 

Do you think you were ever refused a job or laid off from 
a job because of being Negro? 

Do you think there are many, some, or just a few places in 
the city of Detroit where a Negro could not rent or buy 
a house because of racial discrimination? 

Do you feel that you personally have missed out on getting 
the kind of job you want and are qualified for because 
of race? 

Do you think you have ever been discriminated against 
when you were trying to buy or rent a particular house 
or apartment? 

Answer Tested 
vs. Others 

Per Cent by Race 
of Interviewer 

Per Cent 
Per Cent Variance 

--------- Difference Explained 
White Negro (E2J 

0.05 Per Cent or less Variance Explained 

To white interviewers, respondents report less 
close contact and Jess no contact 0.00 

Yes, use violence 23 23 0 0.00 

Yes 26 27 1 0.01 

Many places 36 37 1 0.00 

Yes 26 27 - 1 0.03 

Yes 25 27 -2 0.04 

Source: Schuman ond Converse (721). Reprinted from "Th., Effects of Block and White Interviewers on Black Responses in 1968," Public 
Opinion Quorlerly 35 (1971), 54-56, by permi<sion of Public Opinion Quarlerly. 
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CONCLUSIONS AND IMPLICATIONS FOR 
INTERVIEWER SELECTION 

Although the results of this chapter have shown many examples 
of response effects due to respondent and interviewer characteris­
tics, one is ultimately struck by the narrowness of the findings. 
Response effects occur when the respondent has not arrived at a 
firm position on the issue and when the subject of the study is 
highly related to the respondent or interviewer characteristics. In 
a report of black attitudes in Detroit, Schuman and Converse 
(721) suggest that: 

... interviewer effects may be partly a frame-of-reference phenomenon. 
Given the amorphous and shifting nature of human attitudes and be­
liefs, the race of the interviewer (and of the Other more generally) may 
crystallize attitudes in a direction not previously known for certain even 
to the respondent. (p. 68) 

On the other hand, careful studies of response effects on voting 
preferences in presidential elections show no interviewer effects 
(Hyman, 389). It is also instructive to compare two questions 
from the Schuman and Converse study. The first is a very general 
attitudinal question and has a large response effect. The second 
is a quite specific behavioral question and there is no effect. 

1. Do you personally feel that you can trust most white people, some 
white people or none at all? 

2. Have you ever taken part in any kind of non-violent protest for 
civil rights? 

The difference here may be due to the difference between attitudinal 
and behavioral reports or to the difference between general and 
specific questions. Since so few studies of interviewer effects deal 
with behavioral items, we cannot tell. 

That respondent and interviewer characteristics influence re­
sponse only when the subject of the study is highly related to these 
characteristics is evident from the data in this chapter. In none of 
the published studies, for example, is there any report that the sex 
of the interviewer and respondent affects political or racial attitudes, 
nor do we find any such response effects in our analysis. Since the 
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published results typically report only significant differences, there 
are probably studies that have been conducted, but not reported, 
showing no response effects when the subject of the study is not 
related to characteristics. 

Some survey organizations have been greatly concerned about 
respondent and interviewer characteristics and have attempted to 
solve the perceived problem either by eliminating the interviewer 
entirely or by matching respondent and interviewer characteristics. 
Neither of these solutions seems satisfactory to us; in fact, either 
may intensify rather than improve the problem. 

Comparing the results of this chapter to those in Chapter 2, it is 
evident that, generally, the task variables are more important than 
respondent and interviewer characteristics. Differences between 
self-administered and face-to-face interviews are generally larger 
than differences due to respondent and interviewer characteristics. 
In some cases, results on self-administered forms may be better 
than face-to-face interviews as, for example, when diaries are used 
instead of recall interviews to obtain purchasing behavior. In other 
cases, when probing is required, face-to-face interviews may be 
better than self-administered forms. In any event, one does not 
eliminate response effects by using a self-administered form, and 
may frequently increase them. 

As we have indicated, matching of interviewers has no effect on 
response unless the issues are highly related to the respondent and 
interviewer characteristics. Of course, there may be other reasons 
for matching. The use of black interviewers in black areas for a 
study of medical needs may make it easier to obtain cooperation 
from community groups, obtain qualified interviewers, and reduce 
travel costs, as well as providing work for people in the area. It 
will not, however, increase the respondent's willingness to cooper­
ate or change his reporting of medical needs. 

If the issues of the survey are highly related to interviewer and 
respondent characteristics, such as on a study of racial attitudes, 
matching these characteristics will conceal response effects without 
necessarily providing the "true" answers. It is possible that black 
respondents will try to give answers to black interviewers that are 
more militant than the views they actually hold because they think 
it is expected, while they will conceal some of their militancy whep 
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interviewed by white interviewers. The "true" answer, if it exists, 
may be somewhere in between. 

What is the best solution in this sort of situation? We suggest 
that the best alternative would be 'to measure response effects by 
designing the survey such that respondent and interviewer charac­
teristics are both matched and unmatched in random subsamples 
of the total sample. If the response effects are small, they may be 
ignored and the combined results used. If the response effects are 
large, they should be reported, and included as one of the variables 
in the analysis. For some purposes, response effects may be con­
sidered as "noise" or random variation. In these cases, survey error 
will be a function of both sampling and response errors, and esti­
mates, significance tests, or Bayesian deci~fon rules should use total 
error rather than sampling error alone. 

Some control of response effects due to interviewer characteris­
tics can be achieved by using carefully trained and experienced 
interviewers who are less likely to misperceive and miscode re­
spondent answers or to suggest an answer by verbal or nonverbal 
methods. Ultimately, the quality of a survey depends on the inter­
viewer's ability and not on the interviewer's characteristics. 
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Summary and Implications 
for Further Research 

We have presented a conceptual framework which we hope 
will have general utility for the study of response effects in social 
research. We have conceptualized the research interview as a social 
encounter that has many characteristics in common with social con­
versations but that is much more highly structured and focused on 
the particular task of seeking and giving information. The interview 
is, as Bingham and Moore ( 85) have pointed out, a "conversation 
with a purpose." We believe that the structured characteristics of 
the situation contribute in important ways to the magnitude and 
variance of the responses obtained and that it is the task of meth­
odological research on response effects to study the nature and 
magnitude of these effects. 

We have identified what we believe to be the three conceptually 
distinct sources of variance in the given situation: ( 1) the variables 
that derive from the nature and structure of the task, ( 2) the vari­
ables that derive from the characteristics of the interviewers, and 
( 3) the variables that derive from the characteristics of the re­
spondent. Given the purposes of most social research, the variables 
associated with respondent characteristics generally have been con­
ceptualized as part of the "true" variance in responses, while vari­
ance due to differences in task structure or interviewer characteris­
tics have been seen as part of the "error" variance. Task variables 
are further divided into three large classes: ( 1) variables relating 
to the structure of the task and the method of administration, ( 2) 
variables relating to problems of self-presentation on the part of 
the respondent, and ( 3) variables relating to the saliency of the 
task to the respondent. We have used this framework to organize 
a systematic review of methodological studies in order to derive 
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tentative generalizations about the relative magnitude of sources 
of response effects and, where possible, to clarify the interrelation­
ships among different types of variables. We hope that the effects 
of our systematic application of such a conceptual framework will 
be to sharpen the analysis of problems involved in studying re­
sponse effects and to provide greater clarity in future research. In 
addition, we have some hope that future research, by working 
within a systematic framework, will result in greater cumulative 
knowledge about response effects in social research. 

In this chapter we shall summarize briefly our conclusions about 
the relative importance of the different sources of variance. It seems 
useful to consider three types of questions separately: ( 1 ) non­
threatening behavioral questions, (2) threatening behavioral ques­
tions, and ( 3) attitudinal questions. For each of these interview 
situations, we shall discuss procedures for minimizing response 
effects, or in the case of attitudes, for determining how important 
response effects are. We shall also summarize a few of the major 
new methodological studies that could be done to begin to fill the 
many large gaps that still remain, and briefly discuss the methodol­
ogy of our literature review and its implications for additional 
bibliographic research. 

NON-THREATENING BEHAVIORAL QUESTIONS 

A comparison of the results of Chapters 2, 3, and 4 indicates that 
memory factors are the most important factors influencing response 
for non-threatening behavioral questions, with average response 
effects of about .15 standard deviation units. Other task variables 
are of some importance for non-threatening behavioral questions, 
with response effects averaging about .05 units, while interviewer 
and respondent demographic characteristics are of little or no 
importance, with response effects near to zero. The ranking of im­
portance seems indisputable, but the magnitude of the differences 
is difficult to interpret since it varies widely according to the char­
acteristics of the individual study. 

Response effects in non-threatening behavioral studies can be 
reduced by using procedures discussed in Chapter 3 for reducing 
memory errors. For frequent events of low saliency, the best pro­
cedure for reducing the number of omitted events is the use of 
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diaries. For less frequent events of higher saliency, recall may be 
improved by shortening the length of the recall period. Omissions 
are substantially lower for periods of a month or less than they are 
for longer periods. While both the use of diaries and the use of 
shorter recall periods may increase the expense of data gathering, 
the improvement in the quality of the results will more than repay 
this added cost. A good example of this technique is the national 
Consumer Expenditure Survey conducted during 1972-73 by the 
U.S. Bureau of the Census. The new procedure includes two-week 
diaries and quarterly recall to replace the annual recall survey used. 
previously. 

One additional method of reducing omissions is the use of aided 
recall. Checklists and detailed questions will enable the respondent 
to report events just below the surface of consciousness. 

For frequent non-salient events, the use of diaries is the best 
method for reducing overstatements due to telescoping. For less 
frequent events, the use of bounded recall procedures is highly 
effective. The use of records, such as checkbooks, bills, and bank 
books, also increases the accuracy of response. 

THREATENING BEHAVIORAL QUESTIONS 

Response effects are generally larger for what we have called 
threatening behavioral questions than for non-threatening behav­
ioral questions. We account for this difference by hypothesizing 
that problems of respondent self-presentation are of greater impor­
tance for threatening behavioral questions. Task variables are the 
most important factors influencing response, with response effects 
averaging about .24 standard deviation units. Memory variables are 
next in importance, averaging about .18 units, while respondent­
interviewer variables are least important, averaging near zero--with 
two important exceptions: when both respondents and interviewers 
are college students, especially male, there is an average response 
effect of about .15 units; for studies of sexual behavior, the sex of 
the respondent and interviewer is important, with average response 
effects of about .20 units. 

The best and most widely used method for reducing response 
effects for threatening questions is the use of self-administered 
questionnaires, which, in some cases, insure anonymity, and which 
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remove the threat of a direct disclosure to another person of what 
may be considered socially unacceptable behavior. It is unclear 
whether the respondent feels less threatened in the home or in a 
group setting where many people are filling out the form simultane­
ously, thus insuring anonymity. If the interview is in the home, it 
is vital that no other household member be present. Away from 
home, a neutral setting such as a church or community center is 
better than a school or work location where lines of authority 
have been established previously. 

Certainly anyone who wishes an accurate measure of socially 
unacceptable behavior should avoid the use of student interviewers 
and respondents in the classroom or school laboratory situation, 
where the level of threat is very high. If interviewers are used, they 
should be experienced and highly trained. The threatening ques­
tions should be put near the end of the interview so that the inter­
viewer has a chance to establish good rapport with the respondent. 
As with non-threatening questions, the use of shorter time periods 
will reduce both omissions and telescoping, although, on the aver­
age, these events are probably more salient to the respondent than 
are non-threatening events. 

ATIITUDES 
Task variables are more important causes of response effects in 

attitudinal studies than are respondent-interviewer characteristics, 
except when these characteristics are highly related to the attitudes 
being measured, as, for example, in studies of racial or sex-role 
attitudes. 

It might appear that self-administered questionnaires would 
always be preferable to face-to-face interviews for collecting atti­
tudinal data, but there are many situations where an interviewer 
is indispensable-where probing is required; where some questions 
are asked or skipped, depending on the answers to previous ques­
tions; or where the sequence of questions cannot be revealed to 
the respondent because it would influence the answers. Self-admin­
istered questionnaires cannot be sent by mail to a general popula­
tion sample since effects due to sample biases toward those most 
interested in the subject and those with more education will be 
more serious than response effects. 
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As we suggested at the end of the last chapter, the most impor­
tant concern with attitudinal questions is not to reduce response 
effects, since in some cases this may worsen rather than improve 
the results, but to stabilize the attitude measurement under different 
kinds of interviewing conditions. Unstable attitudes imply that dif­
ferent data gathering methods should be used so that the variability 
may be measured and taken into account in the analyses performed 
on the data. 

There are several important factors to consider in selecting 
interviewers-previous experience, interpersonal skills, clerical abil­
ity, and for cost reasons, geographic location-but the perfect 
matching of interviewer and respondent characteristics is neither 
possible nor necessary on most surveys. Thus, for example, on 
questions dealing with the war in Vietnam, matching interviewers 
and respondents by race or sex would probably have little effect 
on the results. Only for those studies in which interviewer charac­
teristics are directly and publicly (i.e., visible to the respondent) 
related to the attitudes being measured does interviewer-respondent 
matching appear to be important. 

We have summarized here only those effects that our secondary 
analysis of studies indicates are fairly certain to be important in 
designing a study. This is not meant to suggest that no other vari­
ables are important, nor to neglect the conclusion that a combina­
tion of variables may have very important effects where they do 
not have strong effects when they appear singly. In particular, the 
reader should be sensitive to the fact that response effects often 
work in different directions, so that in any single study there may 
be offsetting factors which tend to cancel one another out. Survey 
researchers need to develop a much greater awareness of the com­
plex interaction of types of task variables and their potentially 
offsetting effects. 

In any single study there may be questions which are threatening 
as well as those that are non-threatening, questions about behavior 
as well as questions about attitudes. Since questions may be differ­
entially affected by the various kinds of variables, it is clear that 
there will never be any easy and simple rules for designing a perfect 
survey instrument. In actual studies, compromises will have to be 
made among methodological options to insure the best overall 
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results. In many instances this may require a battery of methods 
that are applied to comparable subsamples of the overall sample. 

One inescapable conclusion of our research is that a much 
greater flexibility of effort is required and that social research would 
profit from the greater use of a methodological mix within each 
study. Such a conclusion, of course, was pointed out years ago by 
Campbell and Fiske (137), who noted that the contribution of 
method variance to the measurement of psychological traits may be 
greater than the differences among the traits themselves. The les­
sons to be derived from their work, however, appear to have had 
little impact on the practice of survey research. We hope that the 
review of the methodological literature presented here will hasten 
the day when the choice of methods is not based entirely on cost 
considerations, but also includes self-conscious attention to prob­
lems of relationships between the method and response effects. 

SUGGESTED ADDITIONAL RESEARCH 

Throughout this monograph we have suggested additional 
research because of the sparseness of or ambiguities in the pub­
lished data. Here we list some of the more important of these 
studies. The order below is not meant to be our ranking of the 
importance of these projects, although it does reflect some of the 
priorities we derive from our review. 

The effect of the interaction of method of administration and 
level of threat on response.-This study was suggested in part by 
the difficulty our coders had in determining the threat level of vari­
ous questions. A study is now being conducted at the National 
Opinion Research Center that will compare face-to-face, telephone, 
self-administered, and randomized response procedures on four 
subject matter areas selected on an a priori basis as having different 
threat levels. The low threat topics are owning a library card and 
voting. The higher threat topics are having been convicted of 
drunken driving and having declared bankruptcy. Outside valida­
tion is available for each of these topics. Respondents will be asked 
after the formal interview to rate how threatening they found each 
of the topics. 

The effect of interview location on response.-A study of work­
ers in the plant and at home, or of students at school and at home, 
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or of shoppers at a shopping center and at home, would add to our 
knowledge of interview location effects. The topics should be varied 
so that responses to high and low saliency questions can be related 
to location of interview. For example, questions could be asked 
both at work and at home about attitudes toward one's employer 
as well as more general questions unrelated to work. Similarly, 
questions about school discipline or about attitudes toward a shop­
ping center could be compared to more general questions when they 
were asked at different locations. Comparisons might also be made 
between face-to-face and self-administered forms when given in 
different places. 

The effects of using open-ended and closed-ended questions on 
response to threatening questions.-More work needs to be done 
on measuring the effect of the number of words in the question 
and the word length or difficulty for. open-ended and closed-ended 
questions about threatening topics. In addition, open-ended and 
closed-ended questions could be compared in and out of the home 
and using face-to-face and self-administered forms. 

The use of other household members to report attitudes.-Such 
a study would have to control the level of threat It is possible 
that for non-threatening attitudinal questions, there would be only 
small differences between a respondent's attitudes and the reports 
of those attitudes by another household member. On threatening 
questions, where we expect greater concern with self-presentation 
on the part of the person giving his own attitudes, it is possible 
that there would be a greater discrepancy between self-report and 
the report of others. It would also be useful to administer both 
face-to-face and self-administered forms to both respondents. 
Naturally, such a study would have to be concerned about topics 
that are relatively salient and for which there would be an expec­
tation that other household members would know the target 
respondent's attitudes. 

Order effects on attitudinal questions.-For threatening ques­
tions dealing with racial or sexual attitudes, a study could be con­
ducted in which the placement of these questions varied from early 
to late in the questionnaire. It would also be valuable to compare 
self-administered forms and face-to-face interviews for which the 
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interviewer and respondent are matched or unmatched on the 
variable studied. 

Cross-national research.-While extensive efforts were made to 
include research on response effects conducted at research centers 
abroad, the fact remains that the overwhelming proportion of the 
research reviewed in this monograph comes from the United States. 
The degree to which our findings may be generalized beyond our 
own cultural context is questionable. Indeed, the conceptual frame­
work within which we have been analyzing the studies suggests that 
cultural differences that affect the definition of the interview situa­
tion may have important consequences for the generalizations we 
have made here about the relative magnitude of different sources 
of response effects. For example, Elizabeth Noelle1 has ;mggested 
that some of the variables relating to problems of self-presentation, 
which we have suggested are important in the United States, are of 
less importance in Germany where people have a different view of 
the way they present themselves to strangers. Variables relating to 
method of administration, on the other hand, may be relatively 
more important in Germany because of greater problems in secur­
ing the cooperation of respondents. Since there may be marked dif­
ferences among people in different countries in conceptions of what 
it means to give information to strangers, how one presents oneself 
in public, or willingness to talk about particular "private" topics 
with anyone, careful comparative studies are imperative before we 
can know how generally true specific findings may be. To our 
knowledge, there has been practically no cross-national methodo­
logical research. We hope that this situation will not continue. 

Obviously this is not a comprehensive list, but reflects some of 
our own future research interests. Given the conclusions above, it 
is not surprising that most of these studies relate to task variables. 
Interviewer characteristics, which we believe to be less significant 
than task variables, and memory factors have been intensively 
studied. Regardless of his interests, however, the methodological 
researcher need have no concern that there is nothing left to do. 

1 Personal communication. 
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THE CODING OF STUDIES AS A RESEARCH STRATEGY 

Other researchers faced with the problem of codifying large 
bodies of literature may be interested in our evaluation of the cod­
ing process we used. Did the results repay the expenditures of time 
and money involved? We think that they did, and if we had to do 
it again, we would do it pretty much the same way. 

The careful coding and analysis of published studies is, of course, 
much cheaper than conducting new studies, and gives results over 
a far wider spectrum. The problems of comparability that we have 
mentioned frequently are the price one must pay for this rich mine 
of secondary data. The careful analysis of secondary data highlights 
gaps in the literature and indicates where carefully controlled 
experiments may be performed most fruitfully. 

Most readers will compare these procedures to the more typical 
reviews of the literature, in which the reviewer cites the literature, 
summarizes the results of the studies one by one, and sometimes 
attempts an evaluation of individual studies. The formal coding 
methods that we used are a good deal more costly and time con­
suming than the typical literature review. They do, however, have 
three main advantages: 

1. By looking at all possible studies, not only those specifically 
designed to prove a hypothesis or those that are most interesting or 
best known, one gets a less biased indication of the importance of 
a variable. Suppose, for example, that interviewer characteristics 
are important only in isolated cases while the method of adminis­
tration is almost always important. Such a fact can be best detected 
when all studies. or a carefully selected probability subsample of 
all studies, are examined. 

2. The necessity of coding forces one to be careful in the defi­
nitions that are used. The codes that are given in Appendix A 
went through repeated revisions that helped to clarify what was 
meant by general terms such as "interviewing conditions" and 
"threat." Thus, even when the reader may feel that the final defini­
tion is still inadequate, he has been alerted to the problem. Formal 
procedures help reduce fuzzy thinking. 

3. Formal procedures allow us to rank the independent varia­
bles influencing response in order of importance, although nothing 
very meaningful can be said about the distance between ranks. This 
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is probably the most important advantage of formal procedures. In 
the informal review of the literature, one generally finds a series 
of variables that are statistically significant, but statistical signifi­
cance is not at all the same thing as importance. Even if it is possi­
ble to identify important variables using informal procedures, it is 
generally not possible to rank them. 

Formal procedures are time consuming, but the marginal cost 
of coding compared with the cost of finding the source and reading 
it to see if it is germane is not very large. In addition, if the codes 
and coding instructions have been properly devised, the coding can 
be delegated to graduate students or highly skilled coders (even 
with well-devised codes this is not a job for an inexperienced 
coder). 

The quality of the results will depend, of course, on the coding 
structure that has been established. If important factors are omit­
ted from the structure, they can never show up in the results. It is 
better to begin with as broad a structure as possible and to have 
blank cells where there are no data available than to find oneself 
with lots of data that do not fit. Nevertheless, after we completed 
the coding, some studies had to be omitted because they just did 
not fit our structure. As an example, we completely ignored studies 
that dealt with response reliability. This was a deliberate decision, 
however, and, as with our other decisions, can be seen in the 
specific codes used. 

A brilliant reviewer using informal procedures may well do a 
better job than a pedestrian reviewer using formal methods, but we 
would conclude that the brilliant reviewer could do better still if 
he combined his intuitive grasp of the field with the more formal 
methods. 
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Coding Instructions 

General 
1. Do not use secondary sources unless original source is un­

available. If secondary source is used, there must be some informa­
tion about methodology. 

2. Omit anecdotal data, or results based on one or two respond­
ents. 

3. Note that reliability is a separate issue that we are not con­
cerned with on this study. Thus, if on two successive waves, a 
panel gives answers that differ between waves, we would only be 
concerned with mean changes as indicating lack of validity. Of 
course, reliability, that is, no mean changes, would be no evidence 
of validity. Note, however, that differences between interviewers 
on the same survey when assignments have been randomized are 
to be included as indicating interviewer effects. 

1-4 Sequence Number for Source 
This number will be assigned serially by the coder, who 
will also keep a running list of sources. If multiple coders 
are used, then each coder will be assigned a block of 
numbers. 

5-6 Sequence Number for Finding within Source 
Since many studies will report multiple findings based on 
different questions or subsamples, the within-source se­
quence number is necessary to differentiate these. No list 
of these need be kept separately. 

7-8 Book or Journal in Which Report Is Found 
00 Book or monograph 

151 
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01 Doctoral Dissertation 
02 American Journal of Public Health 
03 
05 
06 

American Journal of Sociology 
American Sociological Review 
Applied Statistics 

08 British Journal of Social and Clinical Psychology 
10 Child Development 
11 U.S. Department of Agriculture 
16 Human Relations 
17 
18 

Industrial Relations Center, U. of Minnesota 
International Journal of Opinion and Attitude Re-

search 
19 Journal of Abnormal and Social Psychology 
20 Journal of Advertising Research 
21 Journal of the American Dietetic Association 
22 
23 

Journal of the American Statistical Association 
Journal of Applied Psychology 

24 Journal of Business 
26 Journal of Consulting Psychology 
27 Journal of Experimental Psychology 
29 Journal of Marketing 
30 Journal of Marketing Research 
31 Journal of the National Cancer Institute 
32 Journal of Personality 
33 Journal of Personality and Social Psychology 
34 Journal of Psychology 
35 Journal of the Royal Statistical Society 
3 6 Journal of Social Issues 
37 Journal of Social Psychology 
39 Milbank Memorial Fund Quarterly 

National Center for Health Statistics 41 
42 Pediatrics 
43 Personnel and Guidance Journal 
45 
48 
49 
50 
51 
53 

Population Studies 
Psychological Review 
Public Health Reports 
Public Opinion Quarterly 
Rural Sociology 
Science 



56 Social Forces 
57 Social Psychiatry 
58 Sociometry 
59 Southern Cooperative Series Bulletin 
62 Journal of Negro Education 
63 Western Political Quarterly 
64 Journal of Retailing 
65 Journal of Genetic Psychology 
66 Journal of Educational Psychology 
67 American Journal of Psychology 
68 Journal of Nervous and Mental Disease 

Comprehensive Psychiatry 
Cancer 
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69 
70 
71 Proceedings of the American Statistical Assn., Social 

Statistics Section 
72 British Journal of Psychiatry 
73 Journal of Michigan State Medical Society 
74 Journal of the American Institute of Criminal Law 

and Criminology 
7 5 School and Society 
76 Journal of Projective Techniques 
77 Archives of Psychology 
78 Review of Economics and Statistics 
79 Perceptual and Motor Skills 
80 Psychological Reports 
81 Journal of Educational Measurement 
82 Unpublished Manuscript 
84 Journal of Consulting and Clinical Psychology 
85 Journal of Counseling Psychology 
86 Journal of Educational Research 
87 Psychological Monographs 
88 Educational Administration and Supervision 
89 Journal of Educational Method 
90 American Journal of Mental Deficiency 
91 Calcutta Statistical Association Bulletin 
93 Bulletin of the the International Statistical Institute 
94 University of California Publications in Psychology 
9 5 Journal of Parapsychology 
99 Other 
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9 Type of Research 
1 Survey 
2 (Laboratory) experiment 
3 Actual behavior 
8 Not given 
9 Not applicable 

These 8 and 9 codes will be used this way in all col­
umns. 

10-11 Year of Study 
Code last two digits of year in which study was done. If 
unavailable, code year in which published. If nothing else 
is known, some estimate of the quality of a study may be 
inferred from its date. 
99 Not given 

12 Researcher's Background 
1 Sociology 
2 Psychology 
3 Personnel 
4 Market research 
5 Economics or business 
6 Survey research 
7 Other (political science) (public health) (psychiatry) 

(medicine) 

13 Researcher's Reputation 
0 Unknown 
1 Graduate student 
2 Some earlier publications 
3 Many publications, an acknowledged specialist 

14 Type of Sample 
0 Judgment, convenience, college students 
1 Limited geography, probability sample 
2 National probability or quasi-probability sample 

15 Size of Sample 
1 Under 25 



2 25-49 
3 50-99 
4 100-199 
5 200-399 
6 400-999 
7 1,000 & over 
8 Not given 
9 Not applicable 

16 Methodological Details Given in Report 
0 None 
1 Some, limited 
2 Full or almost full detail 

17 Type of Validating Data 
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0 No source given or other study where no details are 
available, or where quality is obviously shoddy 

1 Internal, i.e., comparisons between interviewers who 
have random assignments, comparisons between 
earnings and expenditures accounting for change in 
assets or external between two studies of reasonable 
quality 

2 Outside source of validation such as hospital or doc­
tors' records, bank records, employment records, or 
comparison to a survey of very high validity (i.e., 
using diary records to validate recall) 

18 Overall Quality of Research 
This score ranging from 0 to 9 is determined by summing 
the scores in columns 13, 14, 16, and 17 and thus de­
pends on: 
a. Researcher's reputation 
b. Type of sample 
c. Methodological details given 
d. Type of validating data 
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19 Source of Data 
1 Ordinal source 
2 Secondary source (use only if original source is un­

available) 

20 Type of Data 
1 Behavior (includes purchasing) (medical care) 
2 Attitudes 
3 Expectations 
4 Ability 
5 Personality (happiness, neurosis) 
6 Ownership, debts, savings 
7 Demographic (age, etc.) 

21 Subject of Report 
1 Self (respondent) 
2 Household or family 
3 Other members of household (i.e., housewife for hus-

band or children) 
4 Other individuals 
5 Environment 
6 Interviewer 

22 Time Period 
1 Past 
2 Present 
3 Future (expectations) 

23-24 Length of Time Period 
Express as numbers of weeks ( 00 for present) 
77 for 77 weeks or more 
88 not given 
99 not applicable 

25 Threatening Interview 

6 months :::::: 26 weeks 
3 months :::::: 13 weeks 

1 Yes-deals with taboo behavior (sex, drinking) or 
with financial or serious illnesses 



2 Possibly threatening 
3 Clearly non-threatening 

26 Salient 
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1 Salient-----deals with respondent's or household's im­
portant behavior or with current issues of great in­
terest 

2 Possibly salient-major political issues not immedi­
ately current 

3 Clearly non-salient-----deals with issues that respondent 
does not know or care about, minor purchases, 
minor foreign or domestic problems 

27 Evaluation of Respondent's Interest by Interviewers or 
Experimenters 
1 Highly interested and cooperative 
2 Mildly interested 
3 Not interested, not cooperative 

28 Records Available for Behavior 
1 Records available 
2 Uncertain 
3 Records not available 
9 Not applicable 

29 Aided Recall 
1 Aided recall 
2 Not aided recall 

30 Method of Administration 
1 Face-to-face 
2 Group 
3 Phone (personal not face-to-face, recorded) 
4 Self-administered, interviewer or experimenter present 
5 Mail, self-administered, no one present (anonymous, 

unsigned) 
6 Diary 
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31 Length of Interview or Experiment 
Count number of quarter hours. Thus, an hour-and-a-half 
interview could be coded 6. 

7 1 % hours or more 
8 Not given 
9 Not applicable 

32 Structured or Unstructured Questions 
1 Closed-end question 
2 Open-end question 
3 No specified wording-interviewer varies at will 

33 Position of Question in Questionnaire 
1 Early, first 11:3 
2 Middle 1/3 
3 Late, last 1/3 

4 No standard version of questionnaire 
9 Not applicable 

34 Position of Question Relative to Related Questions 
1 After related questions 
2 Not after related questions 
3 No standard wording to questionnaire 
4 Before related questions 
5 Not before related questions 

35 Deliberate Bias in Questionnaire Question Wording or 
Deception in Experiment 
1 No deliberate bias 
2 Deliberate bias in question wording 
3 Deliberate bias in experiment-deception 

36 Length of Question 
(The number of words divided by 5) 

1 7 or under 
2 8-12 



3 13-18 
4 19-22 
5 23-28 
6 29-32 
7 33 words or more 
8 Not given 
9 Not applicable 

37 Length of Words in Question 
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This is intended as a naive estimate of the difficulty of the 
words. The number of letters in all words is divided by 
the number of words to give an average that is rounded 
to the nearest whole number. 

7 7 or more letters/word 
8 Not given 
9 Not applicable 

38 ls a Socially Desirable Answer Possible 
Some behavior is clearly socially desirable such as giving 
to charity. Some attitudes are also socially desirable such 
as patriotism and love of mother. Most items of behavior, 
however, that refer to consumption choices such as car 
driven or favorite food have no socially desirable answer. 
Note that a negative response to socially undesirable be­
havior (such as child beating) is a socially desirable 
answer. 

Socially desirable answer not possible 
2 Some possibility of socially desirable answer 
3 Strong possibility of socially desirable answer 

39 ls Respondent Anxious? 
1 Respondent anxious 
2 Respondent not anxious 

40 Respondent's Age 
1 Under 21 
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2 21-24 
3 25-34 
4 35-44 
5 45-54 
6 55-64 
7 65 and over 

41 Respondent's Sex 
1 Male 
2 Female 

42 Occupation of Household Head in Respondent's House­
hold 
(If retired or currently unemployed, use previous occupa­
tion if available. If student or never employed, use not 
applicable.) 

1 Professionals, Managers, and Proprietors 
2 Clerical and Sales 
3 Craftsmen 
4 Farmers and Farm Laborers 
5 Operatives 
6 Service Workers 
7 Laborers 
8 Not given 
9 Not applicable, student, never employed 

43 Relative Household Income 
This is relative rather than absolute because income has 
changed so substantially in the last 50 years. If absolute 
income figures are given, they may be converted to per­
centiles by reference to Statistical Abstracts. 

1 Lowest Ys 
2 Second Y5 
3 Third Ys 

4 Fourth l/s 
5 Highest Ys 



44 Respondent's Education 
1 8 years or less 
2 9-11 years 
3 12 years 
4 13-15 years 
5 16 years 
6 17 years or more 

45 Race or Ethnicity of Respondent 
0 White, not specified 

46 

1 Negro 
2 English, Scotch, Welsh 
3 French, German, Scandinavian 
4 Irish 
5 Italian 
6 Polish, Russian, or Eastern European 
7 All other 
8 Not given 
9 Not applicable 

Religion of Respondent 
1 Protestant 
2 Catholic 
3 Protestant or Catholic 
4 Jewish 
5 Other 
6 None 

47 Misc. Respondent Characteristics 
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1 Respondent behaved in unusual way for his sex 
2 Lived in neighborhood more than 10 years 
3 Lived in neighborhood 3-10 years 
4 Lived in neighborhood less than 3 years 
5 Childhood in city or town 
6 Childhood in rural area 
7 Public housing resident 
0 Non-public housing resident 
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48 Misc. Respondent Characteristics (cont.) 
1 Unfavorable attitude toward borrowing 
2 Middle attitude toward borrowing 
3 Favorable attitude toward borrowing 
4 Low conformity 
5 Middle conformity 
6 High conformity 

49 Misc. Respondent Characteristics (cont.) 
1 Low personal effectiveness 
2 Middle personal effectiveness 
3 High personal effectiveness 
4 Union member 
5 Yea sayer 
6 Nay sayer 

50 Political Preference 
1 Democrat 
2 Republican 
3 Independent 
4 Not registered 

51 Household Size 
1 One member 
2 2 members 
3 3 members 
4 4 members 
5 5 members 
6 6 members 
7 7 or more members 

52 Is Respondent Hostile? 
1 Respondent hostile 
2 Respondent not hostile 
3 Respondent neutral 

53 Interviewer's or Experimenter's Age 
1 Under 21 
2 21-24 



3 25-34 
4 35-44 
5 45-54 
6 55-64 
7 65 and over 

54 Interviewer's Sex 
1 Male 
2 Female 
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55 Occupation of Household Head in Interviewer's House­
hold 

56 

Normally, this would be the interviewer's husband, but it 
might be the interviewer's father or the interviewer himself. 

1 Professionals, Managers, and Proprietors 
2 Clerical and Sales 
3 Craftsmen 
4 Farmers and Farm Laborers 
5 Operatives 
6 Service Workers 
7 Laborers 
8 Not given 
9 Not applicable, student, never employed 

Interviewer's Education 
1 8 years or less 
2 9-11 years 
3 12 years 
4 13-15 years 
5 16 years 
6 1 7 years or more 

(NOTE: Interviewer's Household Income omitted since it 
is not available.) 

57 Race or Ethnicity of Interviewer 
0 White, or not specified 

Negro 
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2 English, Scotch, Welsh 
3 French, German, Scandinavian 
4 Irish 
5 Italian 
6 Polish, Russian, or other Eastern European 
7 All other 
8 Not given 
9 Not applicable 

58 Religion of Interviewer 
1 Protestant 
2 Catholic 
3 Protestant or Catholic 
4 Jewish 
5 Other 
6 None 

59 Misc. Interviewer Variables 
1 Interviewer behaved in unusual way for her sex 
2 Interviewer's spouse behaved in unusual way for his 

sex 
3 Interviewer refuses to interview Negroes (stereotype) 

or lower class 
4 Interviewer known to respondent 
5 Interviewer agrees with respondent 
6 Interviewer differs with respondent 
7 Interviewer expects answer 

60 Misc. Interviewer Variables (cont.) 
1 Interviewer social class highest 
2 Interviewer social class high 
3 Interviewer social class low 
4 Interviewer social class lowest 
5 Interviewer briefed (trained) 
6 Interviewer not briefed 

61 Misc. Interviewer Variables (cont.) 
1 Interviewer knows results 



2 Interviewer does not know results 
3 Interviewer embarrassed by questions 
4 Interviewer not embarrassed by questions 
5 Interviewer experienced 
6 Interviewer not experienced 

62 ls Interviewer Hostile? 
I Interviewer hostile (blames respondent) 
2 Interviewer not hostile (approves) 
3 Interviewer neutral 

63 ls Interviewer Anxious? 
I Interviewer anxious 
2 Interviewer not anxious 

64 Blank 

65 Relative Length of Interview 
I More than 50 per cent above average 
2 10-50 per cent above average 
3 Average 90-110 per cent of average 
4 51-90 per cent of average 
5 50 per cent or less of average 

66 Conditions of Interview 
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1 Respondent and interviewer in home, no one else pres-
ent 

2 Some distractions (children, TV), no adults present 
3 Other adults present 
4 Outside home (street, office) , no one else present 
5 Outside home, some distractions 
6 Outside home, other adults present 
7 In home, only spouse present 

67 Evidence of Interviewer or Respondent Cheating 
1 None 
2 Interviewer cheating 
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3 Respondent cheating 
4 Both cheating 

68-69 Blank 

70 Direction of Response Error or Variance 
0 None 
1 Positive 
2 Negative 
3 Indeterminate 

71-73 Magnitude of Relative Error 
Since many different types of studies will be included, 
absolute errors become meaningless. Some form of relative 
error is necessary. The most useful form seems to be to 
compare the size of the bias to the size of the standard 
deviation. (At the least, this solves the problem of com~ 
puting a relative bias when the validating mean is zero.) 
Thus, Rel error is defined as : 

(Actual Validating) 

s 

The validating measures are clear if outside sources are 
used. (Note these outside sources need not be perfect, only 
better than the response being measured. Thus, diaries 
may be used as validators for recall studies.) If internal 
comparisons are used, then a weighted average of these 
should be used as the validating criterion and differences 
computed as relative errors (e.g., differences in responses 
by different interviewers when assignments have been 
randomized). 

For proportions s = VP<f. 

For continuous data, s = 

(lx) 2 

lxl--­
n 

n-1 
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74 Cause of Error If Known 
1 Respondent error 
2 Interviewer error in asking question 
3 Interviewer error in coding or transcribing answer 
4 Combination of factors 

75 Social Desirability of Error 
1 No relation to social desirability 
2 Error in direction of socially desirable response 
3 Error in direction of socially undesirable response 

76-77 Topic of Studj 

78-79 

01 Financial (including employment) 
02 Medical (including mental health) 
03 Large household expenditures 
04 Small household expenditures 
05 Media usage (movies) 
06 Demographic (age, education) 
07 Social behavior 
08 Voting 
11 Attitude on foreign policy 
12 Attitude on national policy 
13 Attitude on local policy 
14 Attitude on race relations or prejudice 
15 Attitude on sex behavior, family 

00 Rel Error based on mean 
99 Rel Error based on standard deviation 
01-98 Use for percentage data. Percentage from which 

u is computed. 
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Full Distribution of 
Responses from 

Table 2.1 

Table B.1 Response Effect in Standard Deviation Units by Conditions 
of Interview (Per Cent of Studies Showing Indicated Magnitude of 
Effects) 

In Home Out cf Heme 
Response Effect in Standard --------- --------­

Deviation Units 

-.51 or more negative 
-.26 to -.50 
-.11 to -.25 
-.06to -.10 

.00 to -.05 

.01 to .05 

.06 to .10 

.11 to .25 

.26 to .50 

.51 or more positive 

Total 

N 
Mean Effect 
Standard Deviation 

Ne one 
Present 

4.8 
5.8 

12.7 
9.5 

18.4 
13.4 
10.8 
13.1 
6.8 
4.7 

100.0 

811 
.055 
.718 

Other 
Adults 

No one 
Present 

Behavior" 

1.0 8.9 
9.6 14.8 

12.0 11.1 
10.0 7.4 
16.2 12.7 
18.1 8.9 
14.4 6.0 
15.8 11.3 
2.9 10.9 
0.0 8.0 

100.0 100.0 

209 503 
-.019 .001 

.173 .710 

a Response effetts for behavioral meas.ures = Actual - Validating 
•v 

Other 
Adults 

7.3 
8.2 

11.9 
9.9 

14.0 
14.0 
8.8 

12.4 
7.5 
6.0 

100.0 

464 
-.036 

.624 

(Table B. l continued) 
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In Home Out of Home 
Response Effect in Standard ---------­

Deviation Units 

.00 

.01 to .05 

.06 to .10 

.11 to .25 

.26to .50 

.51 or more 

Total 

N 
Mean Effect 
Standard Deviation 

No one 
Present 

18.3 
18.3 
18.3 
35.4 

7.3 
2.4 

100.0 

82 
.124 
.132 

b Response effects for attitudinal measures 

Other 
Adults 

No one 
Present 

Attitudesb 

3.5 
25.2 
17.8 
22.6 
19.1 
11.8 

100.0 

314 
.243 
.356 

Actual - Grand Mean 

'GM 

Other 
Adults 

0.0 
25.8 
16.9 
36.0 
19.1 
2.2 

100.0 

89 
.167 
.147 
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Table B.2 Response Effect in Standard Deviation Units by Method of 
Administration (Per Cent of Studies Showing Indicated Magnitude of 
Effects) 
-~---· 

Response Effect in Standard Face-to-
Graup Phane 

Self-Ad- Mail/ 
Deviation Units Face ministered Diary 

Behavior 
·~--

-.51 or more negative 4.5 8.1 4.0 9.4 0.9 
-.26 to -.50 6.6 9.0 1.3 10.8 4.3 
-.11 to -.25 12.3 12.5 21.3 9.9 8.7 
-.06 to -.10 8.8 7.8 9.3 10.5 7.8 

.OOto -.05 19.7 13.9 24.1 17.7 32.2 

.01 to .05 13.1 13.9 18.7 11.9 18.3 

.06 to .10 8.9 6.7 5.3 11.0 16.5 

.11 to .25 12.6 13.6 10.7 9.4 8.7 

.26 to .50 8.0 8.1 4.0 4.7 2.6 

.51 or more positive 5.5 6.4 1.3 4.7 0.0 

Total 100.0 100.0 100.0 100.0 100.0 

N 3,014 345 75 362 115 
Mean Effect .036 -.049 -.025 -.112 -.009 
Standard Deviation .571 .700 .201 .362 .137 

Attitudes 

.00 4.6 6.7 0.0 

.01 to .05 28.7 30.6 19.9 

.06 to .10 21.2 12.0 15.2 

.11 to .25 31.5 20.0 32.5 

.26 to .50 10.3 18.7 23.2 

.51 or more 3.7 12.0 9.3 

Total 100.0 100.0 100.0 

N 887 75 151 
Mean Effect .147 .219 .220 
Standard Deviation .203 .362 .205 
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Table B.3 Response Effect in Standard Deviation Units by Threat 
of Interview (Per Cent of Studies Showing Indicated Magnitude of 
Effects) 

Response Effect in 
Standard Deviation Units 

- .51 or more negative 
-.26 to -.50 
-.11 to -.25 
-.06 to -.10 

.00 to -.05 

.01 to .05 

.06to .10 

.11 to .25 

.26 to .50 

.51 or more positive 

Total 

.00 

N 
Mean Effect 
Standard Deviation 

.01 to .05 

.06to .10 

.11 to .25 

.26 to .50 

.51 or more 

Total 

N 
Mean Effect 
Standard Deviation 

Threatening 

8.1 
10.5 
14.3 
7.8 

20.4 
12.9 
6.8 
9.4 
5.3 
4.5 

100.0 

892 
-.028 

.790 

2.8 
15.6 
17.0 
34.0 
27.7 
2.8 

100.0 

141 
.200 
.215 

Pouibly 
Threatening 

Behavior 

3.2 
7.0 

11.7 
7.3 

16.9 
10.6 
8.6 

14.4 
12.3 

8.0 

100.0 

804 
.065 
.331 

Attitudes 

2.7 
25.1 
21.3 
32.2 
12.3 
6.9 

100.0 

479 
.170 
.205 

Non­
Threotening 

4.6 
6.0 

11.9 
9.6 

19.6 
14.0 
10.0 
13.0 
6.8 
4.5 

100.0 

2,369 
.009 
.537 

4.6 
31.6 
20.7 
29.3 

8.3 
5.6 

100.0 

702 
.159 
.259 
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Table 8.4 Response Effect in Standard Deviation Units by Possibility 
of Socially Desirable Answer (Per Cent of Studies Showing Indicated 
Magnitude of Effects) 

Response Effect in Strong Some Little 
Standard Deviation Units Possibility Possibility Possibility 

Behavior 

-.51 or more negative 11.1 3.6 4.2 
-.26 to -.50 3.4 9.2 7.2 
-.11 to -.25 8.1 18.0 12.0 
-.06 to -.10 3.4 9.2 9.4 

.00 to -.05 9.8 19.0 20.4 

.01 to .05 4.4 11.4 14.4 

.06 to .10 2.7 8.4 9.8 

.11 to .25 12.2 13.l 12.6 

.26 to .50 24.3 4.5 6.4 

.51 or more positive 20.6 3.6 3.6 

Total 100.0 100.0 100.0 

N 296 466 3,210 
Mean Effect .101 -.026 -.002 
Standard Deviation .790 .312 .481 

Attitudes 
------·---· 

.00 1.0 7.7 3.4 

.01 to .05 11.5 29.8 29.3 

.06 to .JO 16.7 20.2 21.2 

.11 to .25 46.9 25.0 29.7 

.26to .50 15.6 14.3 10.8 

.51 or more 8.3 3.0 5.6 
·---··---

Total 100.0 100.0 100.0 

N 94 168 1,035 
Mean Effect .221 .137 .165 
Standard Deviation .275 .152 .244 
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Table B.5 Response Effect in Standard Deviation Units by Saliency of 
Interview (Per Cent of Studies Showing Indicated Magnitude of Effects) 

Response Effect in 
Standard Deviation Units 

-.51 or more negative 
-.26 to -.50 
-.11 to -.25 
-.06 to -.10 

.00 to -.05 

.01 to .05 

.06 to .10 

.11 to .25 

.26 to .50 

.51 or more positive 

Total 

N 
Mean Effect 
Standard Deviation 

.00 

.01 to .05 

.06 to .10 

.11 to .25 

.26 to .50 

.51 or more 

Total 

N 
Mean Effect 
Standard Deviation 

Salient 

4.2 
7.3 

10.3 
9.3 

20.6 
14.5 
8.9 

10.9 
7.9 
6.1 

100.0 

1,574 
.020 
.375 

2.6 
31.3 
20.8 
33.0 
10.4 

1.9 

100.0 

530 
.134 
.148 

Possibly 
Salient 

Behavior 

7.5 
7.0 

15.0 
8.9 

18.1 
11.7 
8.8 

12.9 
6.0 
4.1 

100.0 

852 
-.003 

.768 

Attitudes 

2.9 
21.3 
21.3 
41.0 
11.1 
2.4 

100.0 

207 
.150 
.187 

Not Salient 

4.7 
7.2 

13.0 
8.2 

18.5 
12.4 
9.2 

13.8 
8.1 
4.9 

100.0 

1,639 
.012 
.609 

5.0 
26.3 
20.0 
25.3 
13.3 
10.1 

. 100.0 

585 
.204 
.303 
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Table 8.6 Response Effect in Standard Deviation Units by Position of 
Question in Questionnaire (Per Cent of Studies Showing Indicated 
Magnitude of Effects) 

Response Effe<:t in 
Early Middle Late Standard Deviation Unit• 

Behavior 

- .51 or more negative 5.7 1.9 8.8 
-.26 to -.50 11.8 8.7 7.5 
-.11 to -.25 13.5 14.9 11.3 
-.06 to -.10 8.8 8.1 9.3 

.00 to -.05 15.7 24.5 18.3 

.01 to .05 12.5 13.3 11.3 

.06 to .10 8.8 9.1 11.l 

.11 to .25 13.5 14.9 10.9 

.26 to .50 5.7 3.3 7.2 

.51 or more positive 4.0 1.4 4.3 

Total 100.0 100.0 100.0 

N 594 518 442 
Mean Effect -.021 -.023 .060 
Standard Deviation .517 .206 .922 

Attitudes 

.00 6.4 4.5 2.8 

.01 to .05 35.0 36.0 32.1 

.06 to .10 18.9 25.8 26.4 

.11 to .25 27.2 22.5 19.8 

.26 to .50 10.6 10.1 12.3 

.51 or more 1.9 1.1 6.6 

Total 100.0 100.0 100.0 

N 265 89 106 
Mean Effect .116 .112 .148 
Standard Deviation .128 .116 .165 
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Table B.7 Response Effect in Standard Deviation Units by Deliberate 
Bias or Deception in the Interview or Experiment (Per Cent of 
Studies Showing Indicated Magnitude of Effects) 

Response Effect in 
Standard Deviation Units 

-.51 or more negative 
-.26 to -.50 
-.11 to -.25 
-.06 to -.10 

.00 to -.05 

.01 to .05 

.06 to .10 

.11 to .25 

.26 to .50 

.51 or more positive 

Total 

N 
Mean Effect 
Standard Deviation 

.00 

.01 to .05 

.06 to .10 

.11 to .25 

.26 to .50 

.51 or more 

Total 

N 
Mean Effect 
Standard Deviation . 

Deliberate Bias 

Behavior 

9.4 
8.2 

12.2 
6.7 

10.9 
9.7 
5.0 

13.8 
13.8 
10.3 

100.0 

341 
.068 
.708 

Attitudes 

0.8 
12.4 
10.7 
24.0 
19.8 
32.3 

100.0 

121 
.457 
.507 

None 

4.8 
7.2 

12.5 
9.0 

19.9 
13.3 
9.4 

12.3 
6.8 
4.8 

100.0 

3,659 
.005 
.562 

4.0 
29.4 
21.7 
31.0 
10.9 
3.0 

100.0 

l,164 
.138 
.164 
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683, 684, 707, 721, 734, 755, 756, 
774, 849, 875, 895, 903; age of, 
25-34 years, 37, 68, 73, 89, 245, 
280, 314, 315, 339, 348, 490, 546, 
583, 617, 686, 772, 773, 821, 849, 
858; age of, 35-44 years, 38, 89, 
254, 348, 429, 598, 642, 657, 667' 
840; age of, 45 years and orer, 68, 
245, 348; agreement with respond­
ent, agrees, 41, 89, 118, 144, 280, 
302, 310, 324, 328, 339, 362, 365, 
402, 422, 437, 439, 508, 509, 556, 
597, 707, 71~ 73~ 74~ 753, 76~ 
770, 771, 774, 821, 895, 903, 912; 
agreement with responde11t, dis­
agrees, 41, 89, 144, 280, 302, 310, 
324, 328, 339, 362, 422, 437, 439, 
508, 509, 556, 700, 702, 716, 740, 
753, 769, 770, 821, 903, 912; 
anxiety in, anrious, 39, 285, 614, 
615, 684, 903, 904; anriery i11, not 
arrrious, 39, 285, 614, 615, 684, 

903, 904; behavior of, erpects an­
swer, 3, 5, 34, 50, 122, 185, 222, 
274, 285, 338, 363, 375, 402, 435, 
463, 517, 521, 534, 614, 617, 638, 
651, 667, 672, 683, 686, 732, 753, 
766, 883, 884, 885, 912, 932, 934; 
belwvior of, knows respondent, 
203, 296, 451, 615, 637, 773; be­
havior of, refuses to interview 
blacks, 223, 873; education of, 
high school or less, 319, 565, 923; 
education of, some college, 3, 5, 
39, 50, 82, 115, 119, 123, 139, 
178, 185, 222, 285, 313, 319, 365, 
375, 400, 402, 435, 497, 517, 534, 
597, 614, 615, 638, 651, 672, 706, 
707, 732, 734, 753, 883, 884, 885, 
901, 903, 904, 912, 932, 934; edu­
cation of, college graduate, 83, 89, 
112, 119, 164, 205, 280, 300, 339, 
362, 365, 381, 407, 485, 490, 564, 
597, 617, 633, 639, 667, 716, 721, 
734, 774, 794, 808, 875, 888; edu­
cation of, graduate training, 37, 
73, 89, 138, 163, 164, 168, 169, 
254, 274, 315, 328, 340, 352, 363, 
419, 439, 443, 463, 508, 521, 583, 
598, 624, 657, 667, 672, 683, 684, 
686, 716, 755, 756, 771, 772, 800, 
832, 843, 849, 858, 865, 872, 895; 
ethnicity of, British, 41, 60, 151, 
152, 394, 429, 430, 692, 722; 
ethnicity of, other European, 112, 
195, 339, 376, 529, 564, 931; er­
perience of, experienced, 38, 41, 
50, 60, 89, 95, 111, 115, 129, 144, 
177, 195, 199, 204, 205, 222, 234, 
254, 339, 352, 413, 430, 463, 489, 
586, 587, 588, 617, 641, 753, 766, 
821, 830, 840, 872, 875, 888; er­
perience of, not experienced, 5, 39, 
50, 95, 234, 339, 373, 413, 651, 
753, 837, 923; hostility of, lwstile, 
39, 118, 162, 497, 643, 706; hos­
tility of, not hostile, 39, 118, 162, 
497, 643, 706, 837; knowledge of 
prerious results, knows results, 
296, 462, 485, 686, 932; knowl­
edge of pre1•io11s results, does not 
know results, 462, 485, 686; race 



of, white, 39, 83, 89, 119, 139, 
144, 168, 178, 223, 254, 338, 352, 
389, 418, 419, 420, 439, 451, 565, 
583, 614, 616, 629, 639, 657, 753, 
755, 770, 794, 814, 843, 858, 899, 
900, 901; race of, black, 83, 119, 
139, 144, 389, 418, 419, 420, 439, 
616, 629, 639, 721, 755, 794, 814, 
843, 873, 899, 900, 901; religion 
of, Christian, 89, 389, 858; religion 
of, Jewish, 89, 389, 660; sex of, 
male, 30, 37, 39, 68, 82, 83, 89, 
118, 162, 163, 164, 168, 169, 178, 
203, 254, 274, 285, 300, 313, 314, 
315, 319, 328, 339, 340, 348, 352, 
362, 363, 365, 389, 419, 443, 451, 
452, 476, 508, 534, 597, 598, 609, 
614, 615, 617, 624, 667, 672, 683, 
684, 686, 707, 716, 732, 734, 755, 
756, 771, 772, 773, 774, 800, 808, 
84~ 858, 864, 865, 883, 88~ 885, 
895, 903, 922, 934; sex of, female, 
5, 30, 41, 68, 82, 89, 151, 152, 162, 
163, 164, 169, 178, 204, 205, 222, 
245, 274, 300, 313, 325, 339, 348, 
362, 365, 375, 381, 389, 451, 452, 
463, 476, 497, 546, 566, 583, 597, 
609, 615, 624, 672, 707, 716, 734, 
755, 756, 771, 772, 773, 774, 808, 
821, 830, 840, 864, 865, 873, 885, 
888, 900, 901, 922, 932; social 
class of, highest, 50, 203, 314: 
social class of, lzigh, 50, 130, 138, 
144, 203, 314, 352, 413, 471, 849; 
social class of, low, 138, 203, 413, 
849; social class of, lowest, 130, 
144, 203, 314; training of, briefed, 
38, 39, 41, 50, 60, 111, 112, 115, 
141, 177, 204, 205, 222, 299, 319, 
339, 368, 369, 370, 394, 586, 587, 
588, 607, 609, 633, 641, 642, 683, 
686, 772, 808, 829, 872, 875, 901, 
932; training of, not briefed, 50, 
299, 319, 394, 609, 766, 821, 837 

Method of administration: diary, 216, 
393, 474, 481, 565, 627, 791, 840; 
face-to-face interview, 3, 4, 5, 9, 
13, 23, 28, 30, 34, 38, 39, 41, 50, 
59, 60, 62, 66, 68, 76, 83, 89, 95, 
101, 1l1, 112, 115, 118, 119, 123, 
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129, 130, 141, 144, 151, 152, 171, 
176, 177, 178, 185, 195, 199, 203, 
204, 205, 222, 223, 229, 234, 243, 
246, 254, 256, 269, 270, 271, 272, 
274, 280, 285, 292, 296, 299, 300, 
302, 307, 314, 315, 319, 328, 338, 
339, 348, 352, 362, 363, 365, 367, 
368, 369, 370, 372, 373, 375, 376, 
379, 381, 386, 389, 393, 397, 402, 
407, 413, 419, 420, 429, 430, 435, 
439, 443, 451, 452, 457, 462, 463, 
464, 474, 476, 485, 489, 490, 497, 
504, 505, 507, 508, 509, 521, 529, 
532, 546, 550, 551, 552, 556, 558, 
564, 565, 572, 575, 583, 586, 587, 
588, 592, 597, 607, 614, 615, 624, 
629, 633, 634, 637, 638, 639, 641, 
642, 643, 651, 657, 672, 683, 684, 
686, 689, 692, 703, 705, 706, 707, 
717, 719, 721, 722, 732, 734, 740, 
763, 766, 770, 771, 772, 773, 774, 
800, 806, 807, 814, 821, 827, 829, 
830, 832, 837, 840, 843, 849, 858, 
861, 863, 872, 873, 875, 878, 879, 
883, 884, 888, 895, 899, 901, 902, 
904, 908, 912, 914, 922, 923, 931, 
932; group interview, 45, 100, 138, 
157, 162, 163, 164, 218, 232, 310, 
313, 418, 437, 445, 494, 517, 534, 
535, 577, 578, 609, 672, 700, 702, 
716, 750, 752, 755, 756, 778, 784, 
803, 857, 865, 885, 903, 913; mail, 
76, 101, 141, 175, 205, 254, 256, 
367, 368, 369, 370, 397, 484, 598, 
672, 790, 827, 831, 934; self-admin­
istered questionnaire with inter­
viewer present, 37, 63, 69, 73, 76, 
82, 139, 144, 166, 168, 169, 184, 
186, 245, 267, 268, 324, 325, 340, 
349, 403, 407' 422, 451, 470, 552, 
581, 598, 617, 632, 637, 667, 672, 
794, 807, 817, 863, 872, 878, 883, 
884, 934; telephone interview, 76, 
111, 129, 141, 177, 205, 338, 367, 
368, 369, 370, 464, 566, 618, 634, 
672, 717, 753, 808 

Questions; deliberate bias or decep­
tion in, none, 5, 13, 23, 30, 37, 38, 
39, 41, 45, 57, 59, 60, 62, 63, 68, 
69, 73, 76, 82, 83, 89, 95, 100, 
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101, 111, 112, 115, 119, 129, 130, 
138, 139, 141, 144, 151, 152, 157, 
163, 164, 166, 168, 169, 171, 175, 
176, 177, 178, 184, 186, 195, 199, 
203, 204, 205, 218, 222, 223, 227, 
232, 234, 243, 245, 246, 254, 256, 
267, 268, 269, 270, 271, 272, 280, 
292, 296, 299, 300, 307, 310, 311. 
313, 315, 319, 324, 325, 337, 338, 
339, 340, 348, 349, 352, 362, 365, 
367, 368, 369, 370, 372, 373, 376, 
379, 381, 386, 389, 393, 397, 400, 
403, 407, 413, 419, 420, 422, 429, 
430, 435, 437, 443, 445, 447, 451, 
452, 457, 462, 464, 471, 474, 476, 
481, 484, 489, 490, 494, 504, 505, 
507, 509, 529, 532, 535, 543, 546, 
550, 551, 552, 556, 558, 564, 565, 
566, 572, 575, 577, 578, 583, 586, 
587' 588, 592, 597' 598, 599, 607, 
609, 618, 624, 627, 629, 632, 633, 
634, 637, 639, 641, 642, 643, 651, 
657, 660, 689, 692, 702, 703, 705, 
706, 707, 716, 717, 719, 721, 722, 
734, 740, 750, 752, 753, 755, 756, 
763, 769, 770, 771, 772, 773, 774, 
778, 784, 790, 791, 794, 800, 803. 
806, 807, 808, 814, 817, 821, 827, 
829, 830, 831, 832, 837, 840, 843, 
849, 857, 861, 863, 864, 865, 872, 
873, 875, 87~ 878, 87~ 888, 89~ 
900, 901, 902, 903, 904, 908, 912, 
913, 914, 922, 923, 931; deliberate 
btas or deception in, some, 3, 4, 5, 
34, 50, 118, 123, 162, 185, 229, 
274, 285, 302, 314, 328, 338, 362, 
363, 365, 375, 402, 418, 437, 439, 
463, 470, 471, 508, 509, 517, 521, 
534, 556, 581, 597, 614, 615, 617, 
638, 667, 672, 683, 684, 686, 700, 
702, 703, 705, 708, 716, 732, 734, 
753, 766, 771, 774, 858, 863, 883, 
884, 895, 903, 932, 934; length of, 
7 words or less, 23, 83, 95, 112, 118, 
119, 168, 177, 199, 229, 234, 245, 
254, 270, 325, 338, 339, 367, 386, 
389, 400, 407, 413, 462, 552, 564, 
581, 607, 609, 629, 657, 660, 689, 
706, 707, 717, 753, 791, 806, 807, 
843, 865, 872, 879, 900, 904, 913, 
932; length of, 8-12 words, 4, 13, 

23, 83, 89, 112, 119, 144, 168, 177' 
229, 234, 254, 256, 270, 299, 368, 
369, 370, 407, 551, 564, 565, 607, 
634, 637, 657, 689, 717, 721, 791, 
80~ 808, 821, 843, 863, 87~ 878, 
900, 922; length of, 13-18 words, 
13, 23, 83, 89, 112, 119, 129, 144, 
168, 222, 254, 256, 268, 270, 407, 
429, 452, 464, 474, 476, 490, 565, 
607, 629, 637, 641, 657, 660, 721, 
790, 800, 821, 827, 863, 899, 900, 
913; length of, 19-22 words, 41, 
83, 129, 168, 177, 195, 254, 268, 
270, 299, 386, 407, 476, 490, 564, 
607, 629, 637, 641, 721, 778, 791, 
800, 803, 821, 827, 829, 830, 831, 
863, 900, 908; length of, 23-28 
words, 13, 83, 177, 195, 234, 245, 
254, 407, 447, 471, 490, 607, 629, 
641, 721, 769, 803, 827, 829, 831, 
837, 899, 908; length of, 29-32 
words, 13, 41, 83, 129, 195, 245, 
270, 462, 490, 629, 721, 769, 791, 
827, 837, 900, 912; length of, 33 
words or more, 13, 30, 37, 60, 63, 
83, 144, 151, 152, 177, 195, 205, 
234, 245, 267, 407, 452, 462, 489, 
49~ 607, 62~ 641, 721, 76~ 803, 
827, 829, 837, 900, 908, 922; 
length of words in, 3 letters, 23, 
95, 229, 234, 254, 385, 389, 407, 
490, 552, 629, 637, 657, 660, 766, 
872, 878; length of words in, 4 
letters, 4, 13, 23, 30, 41, 60, 63, 
83, 95, 119, 129, 144, 168, 177, 
195, 199, 205, 222, 229, 234, 245, 
254, 256, 268, 270, 338, 367, 389, 
400, 407, 413, 447, 452, 462, 464, 
474, 476, 489, 490, 551, 552, 565, 
581, 607, 609, 629, 634, 637, 641, 
657, 660, 689, 717, 721, 753, 769, 
778, 790, 800, 803, 821, 827, 829, 
830, 831, 837, 843, 863, 865, 872, 
879, 899, 900, 908, 913, 922: 
length of words in, 5 letters, 13, 
23, 37, 41, 83, 89, 95, 112, 119, 
129, 144, 151, 152, 168, 177, 195, 
234, 245, 254, 267, 299, 325, 338, 
339, 368, 369, 370, 389, 407, 413. 
429, 452, 462, 471, 476, 490, 564, 
565, 581, 607, 629, 637, 641, 657, 



689, 717, 721, 753, 791, 800, 803, 
806, 807, 808, 821, 827, 843, 863, 
900, 908, 912, 913, 922; length of 
words in, 6 letters, 23, 83, 89, 112, 
119, 168, 177, 234, 339, 368, 369, 
370, 389, 407, 413, 564, 641, 717, 
821, 900; lenglh of words in, 7 
letters or more, 23, 413, 829; posi­
tion of in questionnaire, early, 30, 
60, 63, 83, 95, 118, 119, 144, 162, 
177, 184, 229, 234, 254, 299, 400, 
407, 429, 489, 490, 564, 565, 618, 
641, 642, 657, 660, 774, 791, 808, 
821, 827, 832, 863, 865, 900, 912, 
923; position of in questionnaire, 
middle, 13, 41, 83, 95, 118, 119, 
162, 205, 229, 234, 254, 270, 299, 
400, 490, 564, 565, 581, 641, 657, 
791, 803, 821, 829, 830, 833, 863, 
900; position of in questionnaire, 
late, 37, 41, 73, 83, 95, 118, 119, 
162, 177, 184, 229, 234, 254, 270, 
400, 462, 474, 489, 564, 581, 624, 
637, 641, 657, 774, 791, 821, 829, 
863, 875, 900, 913, 923; position 
of relative to related question, be­
/ore, 41, 60, 63, 73, 95, 144, 168, 
177, 205, 222, 234, 254, 270, 474, 
490, 565, 581, 641, 642, 657, 740, 
808, 821, 827, 829, 832, 875, 923; 
position of relative to related ques-
1ion, after, 40, 59, 68, 73, 144, 168, 
177, 216, 222, 254, 270, 299, 386, 
429, 462, 471, 490, 564, 581, 583, 
624, 637, 641, 657, 660, 808, 821, 
829, 830, 831, 832; structure of, 
closed ended, 4, 9, 23, 38, 41, 60, 
63, 69, 73, 83, 89, 95, 101, 112, 
118, 119, 129, 130, 138, 144, 151, 
152, 164, 168, 171, 176, 177, 185, 
186, 195, 205, 218, 222, 223, 234, 
254, 256, 267, 268, 270, 274, 292, 
296, 299, 300, 302, 325, 339, 340, 
348, 352, 362, 363, 367, 373, 375, 
386, 389, 403, 407, 413, 418, 419, 
420, 422, 437, 439, 451, 457, 462, 
464, 471, 474, 481, 484, 490, 504, 
509, 552, 564, 565, 581, 598, 607, 
614, 615, 616, 617, 618, 629, 634, 
637, 651, 657, 660, 672, 686, 692, 
700, 702, 703, 705, 706, 707, 721, 
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734, 755, 756, 766, 769, 771, 790, 
791, 794, 800, 803, 807, 808, 821, 
827, 829, 830, 831, 832, 837, 858, 
872, 873, 877, 878, 883, 884, 899, 
900, 901, 903, 912, 932; structure 
of, open ended, 3, 13, 30, 34, 37, 39, 
50, 63, 68, 82, 83, 141, 151, 152, 
157, 162, 169, 177, 184, 199, 229, 
245, 246, 254, 256, 268, 280, 299, 
324, 328, 338, 381, 400, 407, 429, 
443, 447, 452, 462, 476, 489, 505, 
508, 521, 529, 543, 546, 551, 552, 
556, 558, 575, 609, 624, 633, 638, 
641, 651, 657, 660, 683, 684, 689, 
716, 717, 722, 732, 750, 752, 753, 
763, 770, 778, 806, 807, 829, 840, 
843, 857, 863, 864, 865, 872, 875, 
879, 895, 902, 908, 913, 922, 923, 
934; structure of, no specified 
wording, 112, 118, 497, 532, 583, 
624, 641, 642, 643 

Recall: assistance in, aided, 60, 115, 
129, 151, 152, 243, 267, 381, 386, 
505, 529, 564, 575, 586, 624, 791, 
837; assislance in, unaided, 9, 37, 
39, 41, 59, 62, 69, 73, 76, 89, 112, 
118, 129, 141, 151, 152, 162, 168, 
169, 176, 177, 185, 186, 205, 216, 
222, 243, 246, 256, 268, 280, 292, 
296, 315, 352, 363, 368, 369, 370, 
372, 373, 386, 393, 422, 429, 430, 
457, 464, 470, 474, 476, 481, 504, 
507, 529, 54~ 55~ 56~ 565, 58~ 
587, 588, 592, 607, 627, 629, 637, 
641, 642, 643, 651, 657, 686, 689, 
692, 706, 707, 722, 766, 774, 791, 
794, 800, 808, 829, 830, 831, 875, 
878, 883, 884, 899, 904, 910, 932, 
934; availability of records for, 
available, 9, 57, 59, 115, 130, 141, 
151, 152, 175, 205, 232, 271, 272, 
315, 337, 349, 376, 379, 381, 386, 
393, 394, 400, 462, 464, 484, 485, 
490, 529, 532, 550, 551, 577, 578, 
583, 599, 633, 634, 721, 75~ 75~ 
763, 772, 774, 778, 784, 791, 806, 
817, 827, 829, 830, 831, 832, 857, 
863, 873, 875, 888, 908, 913; 
availability of records for, possibly 
available, 101, 176, 177, 186, 227, 
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24~ 368, 369, 370, 37~ 393, 43~ 
507, 558, 565, 586, 641, 642, 827, 
837, 840, 873, 878; availability of 
records for, not available, 13, 37, 
38, 41, 60, 63, 73, 83, 89, 130, 
151, 152, 168, 171, 177, 178, 222, 
256, 268, 280, 296, 307, 310, 338, 
340, 373, 376, 394, 429, 443, 452, 
457, 462, 476, 481, 529, 546, 551, 
564, 572, 575, 607, 624, 637, 651, 
657, 689, 719, 722, 732, 753, 766, 
808, 827, 861, 873, 878, 883, 884, 
910, 914, 922, 934 

Respondent: age of, under 21 years, 
3, 5, 13, 34, 37, 39, 45, 50, 73, 76, 
118, 119, 123, 138, 139, 157, 162, 
163, 164, 168, 169, 184, 185, 218, 
232, 245, 254, 274, 296, 300, 302, 
310, 313, 319, 328, 362, 365, 375, 
402, 403, 419, 420, 422, 435, 437, 
439, 445, 452, 463, 470, 490, 494, 
508, 509, 517, 521, 534, 535, 546, 
550, 556, 577, 578, 597, 598, 614, 
615, 617, 624, 632, 637, 643, 667, 
672, 684, 686, 700, 702, 703, 705, 
706, 708, 716, 732, 734, 750, 755, 
756, 771, 773, 774, 778, 794, 803, 
814, 829, 843, 849, 857, 858, 861, 
863, 878, 883, 884, 885, 895, 902, 
903, 904, 913, 923, 932, 934; age 
of,21-24years, 130, 151, 152, 186, 
203, 31~ 363, 403, 451, 564, 56~ 
599, 629, 638, 683, 707, 807, 832, 
861, 873, 875, 902; age of, 25-34 
years, 38, 41, 62, 68, 112, 130, 
166, 184, 280, 285, 311, 315, 338, 
352, 403, 430, 462, 490, 504, 564, 
572, 592, 624, 629, 633, 639, 651, 
657, 722, 753, 772, 807, 829, 830, 
832, 840, 902; age of, 35-44 years, 
38, 60, 111, 115, 130, 144, 186, 
20~ 222, 246, 25~ 338, 340, 368, 
369, 370, 373, 403, 429, 430, 462, 
476, 489, 551, 564, 575, 586, 587, 
588, 599, 607, 637, 657, 722, 803, 
821, 830, 831, 832, 872, 875, 878, 
901, 902, 910, 914; age of, 45-54 
years, 38, 62, 112, 130, 166, 177, 
256, 311, 338, 403, 462, 489, 504, 
564, 592,, 599, 629, 641, 642, 807, 

829, 830, 832, 873, 875, 902; age 
of, 55-64 years, 38, 68, 256, 337, 
338, 462, 564, 599, 629, 722, 830, 
832, 902; age of, 65 years and over, 
112, 256, 337, 338, 462, 490, 564, 
592, 599, 790, 800, 829, 830, 831, 
832; anxiety in, anxious, 39, 169, 
285, 418, 509, 534, 556, 597, 615, 
667, 700, 702, 703, 705, 708, 766, 
903, 904; anxiety in, not anxious, 
39, 285, 339, 418, 509, 534, 556, 
564, 597, 615, 667, 700, 702, 703, 
705, 708, 903, 904; conformity of, 
low, 462, 837; conformity of, high, 
462, 837; consistency in responses 
of, yea sayer, 311, 806, 877, 878; 
consistency in response of, nay 
sayer, 311, 618, 806, 877, 878; 
education of, elementary school, 
13, 38, 60, 62, 123, 139, 141, 163, 
164, 337, 338, 365, 439, 451, 462, 
463, 471, 53~ 56~ 57~ 578, 63~ 
716, 755, 756, 771, 773, 774, 814, 
829, 832, 843, 888, 913, 922; edu­
cation of, some high school, 57, 
119, 141, 222, 324, 337, 420, 422, 
451, 462, 471, 489, 546, 564, 575, 
577, 57~ 60~ 63~ 660, 71~ 75~ 
829, 830, 832, 857, 873, 875, 878, 
888, 914, 922; education of, higl1 
school graduate, 38, 57, 60, 62, 
141, 313, 315, 338, 437, 451, 471, 
564, 572, 683, 829, 830, 873, 875, 
888; education of, some college, 3, 
5, 34, 37, 38, 50, 57, 73, 76, 82, 
138, 141, 162, 166, 168, 169, 185, 
203, 222, 232, 254, 274, 285, 296, 
300, _302, 310, 328, 337, 338, 362, 
375, 402, 419, 422, 462, 470, 471, 
485, 497, 508, 509, 517, 521, 534, 
556, 564, 572, 581, 597, 598, 614, 
615, 617, 638, 639, 643, 660, 667, 
672, 684, 686, 700, 702, 703, 705, 
706, 707, 708, 732, 734, 753, 766, 
772, 778, 784, 803, 830, 832, 849, 
858, 863, 875, 878, 883, 884, 885, 
895, 903, 904, 923, 932, 934; edu­
cation of, college graduate or more, 
177, 280, 363, 637, 657, 830, 832, 
865, 888; ethnicity of, British, 41, 
60, 151, 152, 429, 430, 627, 692, 



722; ethnicity of, other European, 
112, 195, 338, 339, 376, 529, 564, 
624, 755, 800, 931; income of, 
lowest, 60, 204, 223, 490, 575, 
641, 755, 829, 830, 832, 873, 878, 
888; income of, low, 23, 57, 60, 
62, 123, 130, 144, 223, 315, 337, 
365, 376, 386, 452, 462, 471, 490, 
575, 618, 624, 641, 660, 722, 794, 
807, 829, 830, 832, 888, 900; in­
come of, middle, 23, 57, 60, 130, 
223, 314, 337, 376, 386, 462, 471, 
476, 490, 575, 618, 624, 641, 660, 
794, 803, 807, 829, 830, 832, 888; 
income of, high, 13, 23, 39, 57, 
60, 62, 130, 177, 296, 337, 363, 
376, 386, 435, 452, 462, 490, 618, 
624, 637, 641, 657, 660, 722, 773, 
794, 807, 829, 830, 832, 879, 888, 
900, 901, 922; income of, highest, 
60, 376, 490, 641, 807, 829, 830, 
832, 888; occupation of, profes­
sional or manager, 60, 177, 280, 
311, 338, 451, 558, 564, 624, 637, 
657, 878;occupation of, clerical and 
sales, 23, 243, 338, 452, 462, 552, 
558, 564, 624, 837, 875; occupa­
tion of, craftsman, 23, 60, 175, 
311, 338, 340, 462, 624; occupa­
tion of, farmer, 23, 246, 270, 372, 
373, 451, 558, 575, 641, 642, 763, 
901; occupation of, operative, 41, 
60, 175, 311, 338, 451, 452, 558, 
564, 875; occupation of, service 
worker, 338, 558, 875, 922; occu­
pation of, laborer, 60, 311, 407, 
552, 624; place of childhood, city 
or town, 123, 379, 873; place of 
childhood, rural, 379, 641, 642, 
873; race of, white, 30, 111, 119, 
139, 166, 177, 223, 227, 246, 254, 
274, 296, 324, 338, 352, 379, 389, 
451, 45~ 471, 49~ 49~ 583, 61~ 
63~ 641, 657, 71~ 721, 753, 77~ 
807, 814, 830, 832, 843, 861, 875, 
888; race of, black, 83, 111, 119, 
139, 144, 163, 164, 177, 178, 223, 
315, 319, 338, 352, 379, 389, 418, 
419, 420, 439, 471, 490, 575, 616, 
629, 719, 721, 756, 807, 814, 830, 
832, 843, 873, 878, 899, 900, 901; 
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religion of, Protestant, 338, 422, 
489, 490, 660; religion of, Catho­
lic, 338, 422, 490, 660, 858; reli­
gion of, Christian (Protestant or 
Catholic), 389, 463, 642; religion 
of, Jewish, 338, 490, 657, 660; sex 
of, male, 13, 30, 37, 39, 45, 62, 68, 
73, 82, 100, 118, 123, 129, 130, 
138, 157, 162, 163, 164, 166, 168, 
169, 177, 178, 184, 186, 199, 218, 
243, 246, 267, 268, 280, 285, 300, 
311, 313, 314, 319, 338, 339, 340, 
362, 363, 365, 375, 381, 389, 402, 
419, 420, 443, 445, 452, 462, 476, 
484, 489, 494, 508, 534, 535, 543, 
550, 556, 564, 572, 577, 578, 586, 
587, 588, 592, 597, 599, 607, 609, 
614, 615, 624, 632, 637, 639, 641, 
657, 667, 672, 686, 692, 707, 716, 
722, 734, 753, 756, 771, 772, 773, 
774, 794, 803, 807, 829, 830, 831, 
832, 837, 858, 863, 864, 865, 875, 
877, 878, 888, 895, 903, 904, 908, 
910, 914, 922, 923, 934; sex of, 
female, 3, 5, 30, 37, 39, 41, 45, 62, 
68, 73, 76, 82, 100, 123, 130, 157, 
162, 163, 164, 166, 178, 184, 186, 
199, 218, 222, 245, 254, 267, 268, 
285, 300, 311, 313, 315, 338, 339, 
35~ 362, 365, 367, 368, 36~ 37~ 
375, 379, 381, 389, 402, 430, 443, 
445, 451, 452, 462, 476, 489, 494, 
529, 532, 534, 535, 543, 550, 564, 
566, 572, 575, 577, 578, 586, 587, 
588, 592, 597, 598, 599, 609, 614, 
615, 624, 632, 633, 637, 638, 641, 
651, 657, 667, 672, 683, 684, 686, 
692, 716, 719, 722, 732, 734, 756, 
771, 772, 773, 774, 794, 803, 829, 
830, 831, 832, 84~ 858, 86~ 86~ 
873, 875, 877, 878, 879, 883, 884, 
888, 903, 904, 908, 910, 922, 923, 
932 

Salience of topic to respondent: sa­
lient, 4, 9, 28, 30, 37, 38, 59, 68, 
69, 83, 89, 95, 101, 112, 119, 130, 
144, 151, 152, 157, 168, 171, 175, 
176, 178, 184, 199, 205, 223, 227, 
232, 234, 256, 267, 268, 269, 270, 
271, 272, 292, 307, 311, 313, 315, 
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325, 338, 339, 348, 349, 367, 372, 
376, 379, 386, 389, 394, 397, 407' 
413, 419, 420, 422, 443, 457, 462, 
471, 476, 489, 504, 507, 532, 543, 
552, 556, 558, 564, 565, 572, 581, 
583, 586, 587, 588, 592, 607, 629, 
632, 700, 703, 705, 717, 719, 763, 
770, 772, 773, 778, 803, 806, 807, 
817, 821, 827, 829, 930, 832, 837, 
843, 857' 861, 863, 873, 875, 888, 
899, 900, 901, 903, 908, 913, 922; 
possibly salient, 4, 9, 13, 28, 37, 
38, 45, 59, 63, 73, 83, 89, 100, 
115, 123, 141, 144, 151, 152, 157, 
168, 177, 184, 186, 195, 204, 205, 
218, 227, 234, 246, 256, 268, 280, 
299, 310, 315, 338, 339, 340, 367, 
368, 369, 370, 373, 386, 393, 422, 
429, 430, 437, 447, 452, 457, 464, 
481, 484, 494, 529, 550, 556, 564, 
565, 566, 586, 587, 588, 592, 599, 
607, 624, 629, 632, 633, 641, 660, 
702, 703, 708, 753, 769, 790, 794, 
806, 808, 829, 830, 831, 832, 840, 
863, 872, 875, 900, 901, 903, 908, 
912, 914, 922; not saliellf, 3, 5, 
9, 23, 34, 37, 38, 39, 41, 50, 57, 
60, 62, 76, 82, 83, 111, 118, 129, 
138, 139, 141, 144, 162, 163, 164, 
166, 169, 177, 184, 185, 186, 203, 
205, 216, 222, 227, 229, 243, 245, 
254, 256, 267, 274, 285, 296, 300, 
302, 313, 314, 315, 319, 324, 328, 
337, 338, 339, 352, 362, 363, 365, 
375, 381, 400, 402, 403, 413, 418, 
419, 420, 422, 429, 430, 435, 439, 
445, 451, 457, 463, 470, 474, 481, 
485, 490, 497, 505, 508, 509, 517' 
521, 529, 534, 535, 546, 550, 551, 
565, 566, 575, 577, 578, 586, 587, 
588, 592, 597, 598, 607, 609, 614, 
615, 616, 617, 618, 627, 629, 633, 
634, 637, 638, 639, 641, 642, 643 .. 
657, 667, 672, 683, 684, 686, 689, 
692, 700, 702, 703, 705, 706, 707, 
708, 716, 721, 722, 732, 734, 740, 
750, 752, 755, 756, 766, 771, 774, 
784, 791, 814, 821, 829, 830, 83 t, 
849, 858, 863, 864, 865, 875, 877, 
878, 879, 883, 884, 885. 895, 900, 

901, 902, 903, 904, 910, 923, 931. 
932, 934 

Socially desirable answer: not pos­
sible, 3, 5, 9, 13, 23, 30, 34, 37, 
38, 39, 41, 45, 50, 57, 59, 60, 62, 
69, 76, 82, 83, 89, 95, 100, 101, 
111, 112, 115, 118, 119, 123, 129, 
138, 139, 141, 144, 151, 152, 157, 
162, 163, 164, 166, 175, 176, 177, 
184, 185, 186, 195, 199, 203, 205, 
216, 218, 222, 227, 229, 232, 234, 
243, 245, 246, 254, 256, 267, 268, 
269, 271, 272, 274, 280, 285, 296, 
299, 300, 302, 307, 310, 311, 313, 
314, 315, 319, 324, 325, 328, 337, 
338, 339, 348, 349, 362, 363, 365, 
367' 368, 369, 370, 373, 375, 379, 
381, 386, 389, 393, 397, 400, 402, 
407, 413, 418, 419, 420, 429, 430, 
435, 437, 439, 443, 445, 447, 455, 
457, 462, 463, 470, 471, 474, 476, 
481, 484, 485, 489, 490, 494, 497, 
504, 505, 507, 508, 509, 517, 521, 
529, 532, 534, 535, 543, 546, 550, 
551, 556, 558, 564, 565, 566, 575, 
577, 578, 581, 583, 586, 587, 588, 
592, 597, 598, 599, 607, 609, 614, 
615, 617, 629, 632, 633, 634, 637, 
638, 639, 641, 642, 643, 651, 657, 
660, 667, 672, 683, 684, 686, 689, 
69~ 70~ 703, 705, 706, 707, 708, 
716, 717, 719, 721, 722, 732, 734, 
740, 750, 752, 753, 755, 756, 763, 
769, 770, 771, 774, 778, 784, 790, 
791, 803, 806, 807, 808, 814, 817, 
821, 827, 829, 830, 832, 837, 840, 
843, 84~ 857, 858, 863, 865, 872, 
875, 877, 878, 879, 883, 884, 885, 
888, 895, 89~ 90~ 901, 902, 903, 
904, 908, 912, 913, 914, 922, 923, 
931, 932, 934; some possibility, 
28, 30, 38, 63, 68, 73, 83, 111, 
112, 141, 151, 152, 169, 177, 205, 
254, 256, 268, 270, 315, 339, 340, 
352, 368, 369, 370, 376, 389, 394, 
42~ 457, 476, 489, 529, 53~ 55~ 
564, 572, 581, 607, 618, 629, 633, 
637, 641, 642, 708, 821, 829, 830, 
831, 861, 875, 878, 901; strong 
possibility, 30, 130, 168, 171, 178. 



204, 222, 223, 254, 256, 292, 339, 
367, 379, 386, 451, 464, 532, 564, 
581, 607, 618, 629, 637, 772, 794, 
800, 829, 873 

Subject of respondent's report: self, 
3, 13, 23, 30, 34, 38, 39, 41, 50, 
57, 60, 62, 63, 68, 69, 73, 76, 83, 
89, 95, 111, 112, 115, 118, 119, 
123, 129, 130, 139, 141, 144, 151, 
152, 162, 166, 168, 169, 171, 175, 
177, 178, 185, 186, 203, 205, 222, 
223, 229, 232, 234, 246, 254, 256, 
267, 269, 270, 274, 280, 292, 296, 
299, 307, 313, 314, 325, 328, 337, 
339, 340, 349, 352, 363, 367, 368, 
369, 370, 376, 386, 389, 394, 397, 
400, 403, 407, 418, 419, 420, 422, 
430, 435, 443, 451, 452, 462, 463, 
464, 470, 476, 484, 489, 497, 504, 
508, 521, 529, 532, 543, 546, 551, 
552, 564, 565, 566, 572, 581, 583, 
592, 598, 599, 607, 616, 617, 618, 
629, 633, 634, 637, 638, 639, 643, 
651, 657, 667, 672, 683, 684, 686, 
689, 700, 702, 706,, 707, 708, 717, 
721, 722, 740, 753, 755, 756, 763, 
766, 770, 771, 773, 774, 778, 790, 
794, 800, 803, 806, 807, 808, 814, 
817, 821, 829, 830, 832, 837, 840, 
857, 858, 863, 864, 865, 872, 873, 
875, 878, 879, 883, 884, 888, 895, 
899, 900, 901, 902, 904, 910, 912, 
913, 914, 922, 932; household, 9, 
28, 59, 101, 111, 112, 141, 176, 
204, 216, 227, 243, 268, 271, 272, 
338, 348, 373, 379, 386, 393, 429, 
443, 457, 474, 481, 490, 504, 505, 
507, 532, 550, 558, 565, 575, 586, 
587, 588, 607, 624, 627, 637, 641, 
642, 719, 791, 827, 829, 830, 831, 
873, 878, 888, 908, 913, 931; other 
household members, 13, 30, 38, 
111, 141, 151, 152, 177, 205, 256, 
267, 268, 315, 372, 381, 443, 452, 
462, 476, 489, 532, 551, 565, 572, 
592, 633, 637, 657, 692, 803, 806, 
829, 830, 837, 857, 861, 873, 888, 
900, 913; other individuals, 23, 
195, 222, 245, 407, 471, 550, 552, 
581, 660, 843, 878, 900; environ-
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ment, 4, 5, 37, 45, 82, 100, 138, 
157, 163, 164, 175, 184, 195, 199, 
218, 285, 300, 302, 310, 311, 313, 
319, 324, 362, 365, 375, 402, 413, 
437, 439, 445, 447, 485, 494, 509, 
517, 529, 534, 535, 556, 577, 578, 
597, 609, 614, 615, 632, 703, 705, 
716, 732, 734, 750, 752, 769, 774, 
784, 849, 877, 883, 884, 885, 900, 
903, 934 

Threat in interview: threatening, 13, 
68, 83, 89, 95, 119, 141, 151, 152, 
166, 168, 176, 178, 204, 222, 223, 
234, 254, 270, 271, 272, 338, 367, 
368, 372, 376, 379, 386, 389, 394, 
407, 419, 420, 443, 451, 452, 457, 
462, 476, 507, 543, 556, 558, 565, 
572, 581, 592, 624, 629, 700, 703, 
705, 719, 721, 806, 807, 817, 827, 
830, 832, 837, 843, 861, 863, 873, 
875, 900, 901, 903, 922, 923; pos­
sibly threatening, 9, 28, 38, 39, 
50, 59, 62, 83, 89, 101, 111, 115, 
119, 130, 141, 144, 151, 152, 169, 
171, 177, 186, 195, 205, 222, 232, 
254, 256, 268, 269, 280, 292, 325, 
340, 352, 368, 369, 370, 373, 393, 
403, 407, 413, 430, 443, 464, 470, 
490, 497, 521, 529, 552, 565, 566, 
583, 598, 607, 616, 617, 618, 629, 
637, 641, 642, 667, 702, 708, 721, 
790, 794, 800, 808, 814, 817, 821, 
829, 830, 831, 832, 837, 840, 858, 
872, 873, 875, 895, 900, 901, 903, 
908, 914, 922, 923; non-threaten­
ing, 3, 4, 5, 13, 23, 30, 34, 37, 
38, 41, 45, 57, 60, 62, 63, 69, 73, 
76, 82, 83, 95, 100, 111, 112, 118, 
119, 123, 129, 138, 139, 141, 144, 
151, 152, 157, 162, 163, 164, 175, 
177, 184, 185, 186, 195, 199, 203, 
205, 216, 218, 227, 229, 234, 243, 
245, 246, 254, 256, 267, 268, 274, 
285, 296, 299, 300, 302, 307' 310, 
311, 313, 314, 315, 319, 324, 328, 
337, 338, 339, 348, 349, 362, 363, 
365, 367, 375, 379, 381, 389, 397, 
400, 402, 407, 413, 418, 419, 420, 
422, 429, 430, 435, 437, 439, 443, 
445, 447, 463, 470, 471, 474, 481, 
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484, 485, 489, 494, 497, 504, 505, 
508, 509, 517, 529, 532, 534, 535, 
543, 546, 550, 551, 556, 564, 565, 
575, 577, 578, 586, 587, 588, 597, 
599, 607, 609, 614, 615, 616, 627, 
629, 632, 633, 634, 637, 638, 639, 
641, 643, 657, 660, 672, 683, 684, 
686, 689, 692, 700, 702, 703, 705, 
706, 707, 708, 716, 717, 721, 722, 
732, 734, 740, 750, 752, 753, 755. 
756, 763, 766, 769, 770, 771, 772, 
773, 774, 778, 784, 791, 794, 803. 
821, 829, 830, 843, 849, 857, 864, 
865, 875, 877, 878, 879, 883, 884, 
885, 888, 899, 900, 901, 902, 903, 
904, 908, 910, 912, 913, 922, 931, 
932, 934 

Time period: past, 9, 13, 23, 28, 30, 37, 
38, 41, 45, 57, 59, 60, 62, 63, 83, 
89, 101, 111, 115, 130, 141, 151, 
152, 166, 168, 171, 177, 184, 204, 
216, 222, 223, 227, 229, 232, 234, 
243, 246, 254, 256, 267, 268, 270, 
271, 272, 292, 296, 307, 315, 325, 
337, 338, 339, 340, 349, 368, 369, 
370, 376, 379, 381, 386, 393, 394, 
397, 400, 429, 430, 443, 464, 474, 
481, 489, 490, 505, 529, 543, 550, 
551, 552, 564, 565, 566, 575, 577, 
578, 583, 586, 587, 588, 592, 607, 
624, 627, 633, 634, 641, 642, 651, 
657, 692, 717, 719, 722, 750, 763, 
766, 778, 806, 808, 817, 827, 829, 
830, 832, 837, 840, 857, 863, 873, 
875, 877, 878, 888, 910, 922, 931; 
present, 3, 4, 5, 23, 28, 34, 39, 
45, 50, 60, 68, 69, 73, 76, 82, 83, 
89, 95, 100, 111, 112, 118, 119, 
123, 129, 130, 138, 139, 144, 151, 
152, 157, 162, 163, 164, 169, 175, 
176, 177, 178, 184, 186, 195, 199, 
203, 205, 216, 218, 222, 234, 243, 
245, 254, 256, 269, 274, 280, 285, 
299, 300, 302, 307, 310, 313, 314, 
319, 324, 328, 338, 348, 352, 362, 
363, 365, 367, 372, 373, 375, 376, 
389, 402, 403, 407, 413, 418, 419, 
420, 422, 435, 437, 439, 445, 447, 
451, 452, 457, 462, 463, 470, 471, 
474, 476, 484, 485, 494, 497, 504, 

507, 508, 509, 517, 521, 529, 532, 
534, 535, 546, 550, 551, 552, 556, 
558, 564, 572, 577, 578, 581, 597, 
598, 599, 607, 609, 614, 615, 616, 
617, 618, 629, 632, 637, 638, 639, 
643, 660, 667, 672, 683, 684, 686, 
689, 692, 700, 702, 703, 705, 706, 
707, 708, 716, 717, 721, 732, 734, 
752, 753, 755, 756, 769, 770, 771, 
772, 773, 774, 784, 790, 791, 794, 
800, 803, 807, 814, 821, 831, 840, 
843, 849, 858, 861, 864, 865, 872, 
873, 877, 878, 879, 883, 884, 885, 
895, 899, 900, 901, 902, 903, 904, 
908, 912, 913, 914, 923, 931, 932, 
934 

Topic of study: demographic, 13, 83, 
111, 139, 177, 186, 205, 232, 256, 
348, 379, 389, 443, 484, 504, 599, 
607, 857, 863, 873, 877, 888, 900, 
913, 914; financial, 23, 28, 83, 
111, 115, 130, 175, 204, 234, 269, 
270, 271, 272, 325, 337, 338, 339, 
349, 376, 386, 394, 430, 447, 462, 
507, 529, 546, 558, 583, 607, 641, 
642, 717, 763, 875, 888, 908; for­
eign policy, 89, 144, 338, 389, 
413, 753, 770, 899; household ex­
penditures, large, 23, 176, 177, 
267, 268, 389, 429, 430, 481, 505, 
575, 586, 587, 588, 607, 641, 717, 
878, 908, 931; household expendi­
tures, small, 23, 111, 176, 216, 
229, 267, 268, 307, 381, 400, 429, 
430, 474, 481, 505, 550, 564, 586, 
587, 588, 627, 634, 641, 689, 791, 
877, 878, 879, 908; focal policy, 
4, 23, 83, 89, 111, 144, 177, 205, 
311, 339, 363, 389, 407, 413, 552, 
564, 629; media usage, 37, 60, 62, 
63, 111, 129, 177, 234, 243, 299, 
339, 389, 551, 564, 607, 722, 900, 
901; medical, 9, 13, 38, 41, 59, 68, 
101, 141, 151, 152, 178, 205, 222, 
223, 227, 246, 256, 315, 325, 367, 
368, 369, 370, 372, 373, 393, 457, 
490, 565, 566, 581, 583, 592, 624, 
633, 657, 719, 790, 806, 807, 808, 
817, 827, 829, 830, 831, 832, 837, 
840, 910; national policy, 89, 95, 



112, 144, 195, 199, 280, 299, 339, 
386, 389, 413, 629, 740, 769, 821, 
899, 900, 901; personality, 3, 5, 
34, 39, 50, 111, 169, 177, 256, 
352, 375, 471, 497, 521, 598, 615, 
617, 618, 667, 672, 684, 732, 821, 
849, 858, 872, 878; prejudice and 
race relations, 83, 119, 144, 195, 
389, 616, 629, 660, 721, 769, 794, 
843, 900, 901; sex and family, 83, 
222, 254, 315, 389, 422, 451, 476, 
532, 572, 629, 637, 692, 800, 861, 
900; social behavior, 13, 23, 30, 
83, 130, 144, 166, 168, 177, 256, 
315, 339, 340, 367, 397, 443, 452, 
489, 543, 564, 607, 629, 633, 637, 
803, 864, 878, 900, 901, 922, 923; 
task performance, 45, 73, 76, 82, 
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100, 112, 118, 123, 138, 157, 162, 
163, 164, 184, 185, 203, 218, 245, 
274, 285, 296, 300, 302, 310, 313, 
314, 319, 324, 328, 339, 362, 365, 
402, 403, 418, 419, 420, 435, 437, 
439, 445, 463, 464, 470, 485, 494, 
508, 509, 517' 529, 534, 535, 556, 
564, 577, 578, 597, 609, 614, 632, 
638, 639, 643, 651, 667, 672, 683, 
686, 700, 702, 703, 705, 706, 707, 
708, 716, 732, 734, 750, 752, 755, 
756, 766, 771, 772, 773, 774, 778, 
784, 814, 843, 865, 877, 883, 884, 
885, 895, 902, 903, 904, 932, 934; 
voting, 57, 69, 83, 112, 130, 171, 
280, 292, 339, 607, 873, 900, 912 

Type of data. See Data, type of 
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